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ABSTRACT

Through this study, the researcher attempted to identifiditffieulties Saudi
children face when trying to commigate in the English language as EFL learners
The study specifically seeks to find out if there exists a developmental trend in both
young Saudic hi | dr end s a tral tantexyelatedmuestonssawce in the
strategies they use when findirit difficult to do so This will be attempted by
focusing on the comprehension processes proposed by the linguists Sperber and
Wilson (1995). They refer to their theory as th€ommunicative Principle of
Relevancewhich they believe,s essential in explaining human communication and
understanding, as they show how it is enough on its own to account for the interaction
of linguistic meaning and contextual factors in utteranterjgmetationThe validity of
the theory, as a reliable linguistic tool of study, was also one of the main points of
focus in the studyThe studyadopeda crosssectional method, wheregaoupof sixty
female student)f seven to nine year oldvere studied at a specific point of time in
order to compare their language and cognitive developmdiits participating
children werechosen from a similarogio-economic backgroundittending the same
private schoolThe main irstrument utilized in the studyasa story from a series of

c hi | dr e nbdaoks desggaed forrEEL learners
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CHAPTER ONE

THEORETICAL PRELIMINARIES

1.0. Introduction.

The complexity of human communication has been characterized as one of the
hallmarks of our specieddow do human beingso mmu ni cat e wi ash one ar
been a question that dwelled in the minds of researchers and scientists for many years.

The psychologist Vygotsky (1962provides a reasonable explanation tbfe

complicated nature of human communication as follows:

That understanding between minds is impossible without

some mediating expression is an axiom for scientific

psychology. In the absence of a system of signs, linguistic or

other, only the most primitive and limited type of

communication is possible. Communicati by means of

expressive movementsbserved mainly among animadsnot

SO mu c h communi cation as spread of af
intentional conveying of experience and thought to others

requires a mediating system, the prototype of which is human

speech. (p6)

In the coming chapter a general overview of the background of the study will
be covered. The chapter will also state the problem which the study attempts to
address. The significance and limitations of the study will also be mentioned as well
as bhe research questions and hypotheses suggested by the study. Finally, some terms

that are related closely to the research will be defined.
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1.1 Background of the Study.

The communicativeprocess however,has been defined and explained in
numerous ways. For exampl®lorley (1992), in his communication researches and
its connection to cultural studies, states that communication refers to the activity of
imparting, or transmitting messages containing information, ideas, or knowledge,
which accoding to him is known as interpersonal communicationtta idea of
conversation. Other definitiemof communication have become commonly known in
the scholarly field. For exampleommunicationhas beerdefinedasa process of
transferring information fnm one entity to another, or, aggn-mediated interactions
between at least two agents, which share a repertoire of signs and semiotic rages, or
the imparting or interchange of thoughts, opinions, or informatyospeech, writing,
or signs However, itcan be said that the simplest, most common definition of
communication is that it ia process by which meaning is assigned and conveyed in
an attempt to create shared understanding. This process requires a vast repertoire of
skills in interpersonal p@cessing: listening, observing, speaking, questioning,
analyzing, and evaluating. Scholars believe that it is through communication that

collabordion and cooperation occurs.

In the field of communication studietie development and transformation of
communication has been divide@hto three revolutionary stages. In the first stage,
researchers believe that communication began in the ancient times in the written form,
with what became known as pictographs. These writings were made on stone, which
were too leavy to transfer. Researchers believe that during this era, written

communication was not mobile, but nonetheless existed.

In the second stage of the information communication revolution, writing
began to appear on paper, papyrus, clay, wax, etaddiition, common alphabets
ware also introduced, allowing the uniformity of language across large distances. The
Canadian mad-communication scholatnnis (1950), examinethe rise and fall of
ancient empires as a way of tracing the effect of commuaitatmedia. His works

explore the role of media in shaping the culture and developofeatvilizations.

12



Innis believeghat people use different types of media to communicatelandne

they choose will offer different possibilities for the shape andlility of their
society. For example, one of the civilizations he studied was the Egyptian era and the
way they built their dynasty with very different properties than the ones known to us
today. According to him, the Egyptians built their civilization sione and papyrus.
They used papyrus to transmit written orders across empires, and it enabled the
waging of colonial administration and military campaigns. The other medium they
used was stone. He asserts that the Egyptians sustained their authority from
generation to generation by constructing temples and pyramids. grhrthese

mediums, Innigsserts, they succeeded in shaping communication in their society

Communication continued to develop across time until a big leap took place,
which affected thavays information was communicated greatly; it was the invention
of the printingi press. In the 1%century, Gutenberg printiiigress was invented and
took communication to a newer, faster, higher level. Moreover, centuries later marked
the start of thehird information communication revolution by the invention of
electronic signals. Information can now be transferred via controlled, sophisticated
waves and electronic signals, which no one back in history could inzagined

would come to exist

The stug of communication often raises two major questions: first, what is

communicated, and second, how is communication achieved?

To answer the question: what is communicated? Meanings, information,
propositions, thoughts, ideas, beliefs, attitudes, emotisasane of the answers that
have been proposed. However, even more important than the question of what is
communicated is the question of how communication is achieved. In other words,
how can a physical stimulus bring about the required similarity afghis. Scholars
have shown thahumans make use of spoken and written languages in order to
communicate with each other. However, our interest here is to focus specifically on
oral communication. Oral communication is commonly defined in the communication

field as a process whereby information is transferred from a sender to a receiver



usually by a verbal means. The receiver could be an individual person, a group of

people, or even an audience. Moreover, although studies have shown that most human
languagesuse patterns of sounds for symbols, which enables oral communication

with others around them, veabwpl 6clialcdaons sbek
body language, gesture, and even posture also play a key role in the oral
communication process. Theoeé, the question: can there be a general theory of
communication? is what provoked scientists and linguists to research the theories that

regulate the communication process from the early times.

Thus, numerous theories have attempted to describe and iexpl 6 howd t he
process of human communicatitakes place through presenting their original ideas of
different communication models. The first major model for communication was
presented ¥ the social scientistShannon andVeaver in (1949). Their initial et
simple model consisted of three primary parts: sender, channel, and receiver. The
mo d e | was often referred to as the o6trans
c ommu ni.dtavas based on a simple iddaat information or contenfe.g. a
messagen natural langage) is sent in some from (e.g. as spoken language) from an
encoder/sender to a decoder/receiver. This common conception of communication

simply views communication as a means of sending and receiving information.

Moreover,Berlo (1960)ex panded on Shannon and Weave
mo d e | of communicati on. He created wh at
communication, whi c hMessage ClthsnelRecei v e d 6 Bedd.l
of communication. The model presented by Berlo contributedhe study of
communi cation by separating Shannon and We
clear parts. The model structured the communication process as based on a few major
elements: the source (emisor/sendor/encoder), the message (what type o&rthings
communicated, the form (in which form is the message being sent), the channel
(through  which  medium is the message sent), the destination
(receiver/target/decoder). In addition, another scholar in the field of communication
studies, Wilbur Schram (5@), indicated that we should also examine the impact that

a message has (both desired and undesired) on the target of the message.

14



Otherprominent scholars whappeared irthe field of communication studies

include McKenzieand Banlund. McKenzie (1997¥tudied and analyzed the theory

of 6coregul ationé, whi ch descri bes CoOmmun

continuous process, rather than a discrete exchange of information. On the other hand,
Barnlund (2008) expanded on the transactional model of concation. He asserted
that one of the main facts the transactional model proves is that individuals are

simultaneously engaging in the transaction of sending and receiving of messages.

Furthermore, a second major model appeared in the communication study

fiel d: the 6éconstitutive mdqGChantlér, 1994)The he &6 con

proposed model focuses on O6howd an indi
factor of the way the message will be interpreted. This more complex view of
communication beéives that in a communication process, the sender and receiver are
linked reciprocally. Here, communication is viewed as a conduit; a passage in which
information travels from one individual to another, and this information becomes

separate from the commuation itself.

Hence there appeared a common belief among most communication scholars,
that, the communication process in general includes acts that confer knowledge and
experiences, give advice and commands, and ask questions. These acts may take
manyforms depending on the abilities of the group communicating. The form, along
with the communication content, makes the messages that are sent towards a
destination. And the target can be oneself, another person or being, or even another

entity, e.g. a grao of people.

Regarding the theoretical aspect of human communicdtam a linguistic
perspectivenumerous theories have attempted to describe and explain the process it
goes through in order to achieve successful communicéBdoe 1957,Leech1983
Chomsky1986, Saussure 1974, Chandler 2002, Leach 1976, and Sperber & Wilson

Vi
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1986/1995. Linguistic researchers believe that there are two ways to conceive of how
thoughts can be communicated from one person to another. The first way is through
the use osftrict coding and decoding, which makes explicit use of symbols, rules, and
language. The second way is by making interpretive inferences, where communication
is achieved by producing and interpreting evidence, which communicates to the hearer

informationthat is left implicit.

At first, the | inguistsd attempts to exrg
to be based on one form or another of the code model, which is based on the idea that
communication is achieved by encoding and decoding messagésa weltknown
linguist, Paul Grice, presented his original idea for explaining the communication
process, which was regarded as the point o
commnunication study field.Grice (1957) paved the way for many rearches and
studies among linguists and stérs later on. Heroposed various definitions of
O6meaningé. The core he based his theory on
he presents of what it is for an individu@lto mean something by an uttace X
(where 6utterance is to be understood as r e
any fam of communicative behaviour):

A [ S] meant something by X is (roug
[S] intended the utterance of X to produce some effect in an

audien c e by means of t he recognition of
(Grice, 1957/1971: 58)

Grice used his anal ysi s rtore forGantheaynof ngé as
6 meantimygibng to go from the analysis of 0 ¢
traditional semanti c concerns as t he anal
meani ng?o. Thus, Gricedbs original idea <can
commonsense view of commuatmn and spell it out in theoretically acceptable
ter ms. Hi s theory asserts t he fact t hat

publication and recognition of the informative intention of the communicator.

Moreover, Grice haalso developed his famouSo-operative Principlewhich,

16



in his belief, accounts for the general standards governing verbal communication. He
devel oped hi s principle into dédnine maxi ms:
pp.4546).

Maxims of quantity:

1. Make your contributiormas informative as is required (for the current purpose
of the exchange)

2. Do not make your contribution more informative than is required.

Maxims of quality:
1. Do not say what you believe to be false.

2. Do not say that for which you lack adequate evidence.

Maxim of relation:

Be relevant.

Maxims of Manner:

1. Avoid obscurity of expression.
2. Avoid ambiguity.

3. Be brief.

4. Be orderly.

Grice claimed that thi€o-operative Principlemakes it possibleotexplain how
an utterancewhich provides only an incomplete and ambiguous representation of a
thought, can nevertheless express a complete and unambiguous thought (1975). Thus,
many | inguists believed Griceb6s ttheeory to

theories of language and communication.

Leech(1983) also conductedaluable research in the human communication

17



field. Heagr e ed withedry oGhedorversatsonal maxims and extended it by
suggesting his weknown politeness maxims. Acating toLeech(1983), there is a
politenessprinciple with conversational maximsimilar to those formulated byaul

Grice He lists six maxims: tact, generosity, approbation, modegtgeament, and
sympathy ([dL32):

1. The tact maxim states: 'Minimize the expression of beliefs winighy cost to
other; maximize the expression of beliefs which imply benefit to other." The maxim
relates to Leechdés positive politeness str

wants, and needs:

2. The Generosity maxim states: 'Minimize the expoesof benefit to self;
maximize the expression of cost to self.' Unlike the tact maxim, the maxim of
generosity focuses on the speaker, and says that others should be put first instead of

the self.

3. The Approbation maxim states: '‘Minimize the exprassibbeliefs which express
dispraise of other; maximize the expression of beliefs which express approval of
other.' In other words, it is preferred to praise others and if this is impossible, to give
some sort of minimal response, or to remain silent. fireepart of the maxim avoids
disagreement; the second part intends to make other people feel good by showing

solidarity.

4. The Modesty maxim states: 'Minimize the expression of praise of self, maximize
the expression of dispraise of self." This maxiready stresses the importance of

showing modesty and humility on the speaker

5. The Agreement maxim runs as follows: 'Minimize the expression of disagreement
between self and other; maximize the expression of agreement between self and
other.' Ths maxim asserts Leech positigelitenessstrategies of 'seek agreement’ and

‘avoid disagreement,’ to which he attaches great importance.

6. The Sympathy maxim states: 'minimize antipathy betweeiseélbther; maximize
sympathy between self and other." This includes a small group of speech acts such as
congratulation, commiseration, and expressing condolencal$ of which is in

accordance with the positiylitenessstrategy of attending to the hearer's interests,

18
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wants, and need$lowever, Leech asserts that these maxims vary ftahlure to
culture: what may be considered polite in one cultmgey be strange or downright

rude in another.

It has been noted thalheé importance of formal systems for modeling mental
abilities has become increasingly apparent since Chomsky first used them in his study

of language since the 19506homsky contributechis research to the cognitive

revolution in psychology, as he believed t}
approaching what some mi ght call t he fihuma
mi nd that ar e, so far as WePethap® his, mostni que

influential and timeested contribution to the fields the claim that modeling
knowledge of language usingfarmal grammaraccounts for the "productivity" of
language (1957)In other words, a formal grammar of a language can explain the
ability of a hearesspeaker to produce and interpret an infinite number of utterances,

including novel ones, with a limited set of grammatical rules and a finite set of terms.

Chomsky(1986) alsobegan developing his theory gknerative grammar
which has undergone numerous revisions and has had a profound influence on
linguistics. According to him, generative linguisticsf which he was the original
pi oneer, has shifted the focus in | anguage
as an externalized object to the study of the system of knowledge attained and

internallyrepre ent ed i n tm2d). mind/ braino (

In his study(1986) Chomsky insisted on the difference between informal,
traditional grammars and explicit, generative grammars. According to Chomsky
(1976), informal grammars rely heavily on the intuitions of the user, and are intended
to supplement rather than aced for these intuitions. Generative grammars, by
contrast, are intended to give an explicit, exhaustive account of the linguistic
knowledge of the individualn his study, Chomsky explains:

We must distinguish between the literal meaning of the
linguistic expression produced by S and what S meant by


http://en.wikipedia.org/wiki/Culture
http://en.wikipedia.org/wiki/Formal_grammar
http://en.wikipedia.org/wiki/Generative_grammar

producing this expression €& The first

explained in a theory of language. The second has nothing
particular to do with language; | can just as well ask, in the
same sense batS meart ly slammipgthe door.
(p.76).(S being the speaker)

Thus, Chomsky asserts that a generative grammar consists of a set of rules or
principles designed to provide a complete description of every sentence in a language,
leaving nothing to individal intuition.He further establishe@homsky hierarchy a
classification of formal languagesin terms of their generative poweOvenll,
Chomskyods naturalistic approach t o t he
philosophy of languagand mind, thus, he becaenwell known in the academic and

scientific community as one of thiathersof modernlinguistics

One of he models proposed to explain how communication is achieved is the
system of signs, which T. Todorov (1977) dates back to Augustine. This semiological
approach (as Saussure (1974) and his followers called it) is a generalization of the code
model of verbatommunication to all forms of communication. The model was seen as
governing not just the ordinary verbal communication of thoughts but also
communication by gestures, religious texts, symbols and rites. From a semiotic point of
view, the existence of annderlying code is the only possible explanation of how

communication is achieved.

Saussureghoweveradopted the science of semiology in his studies, and he best

defines it in these words: (Saussure, 1974)

Language is a system of signs that exprel=as, and is
therefore comparable to a system of writing, the alphabet ofmie#és,
symbolic rites, polite formulas, military signals, etc. but it is the most
important of all these systems.

A Science that studies the life of signs within society is

coceivable é | shall call it semiology.
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Consequently, many linguists took for granted that a proper theory of
communication should be based on the familiar code model. Semiotir@med that
the best models we have of human languages are generative grammars, and since a
generative grammar is just a code, which associates phonetic representations of
sentences to semantic representations of sentences, it follows that the codéesmodel
applicable to verbal communicatiofhus, from a semiotic point of view,
communication was seen as a social interaction where at least two interacting agents
share a common set of signs and a common set of semiotic rules. Chandler (2002), for
example, described communications as processes of information transmission

governed by three levels of semiotic rules:

1. Syntactic (formal properties of signs and symbols)

2. Pragmatic (concerned with the relations between signs/expressions and
their users) and

3. Semantt (study of relationships between signs and symbols and what they

represent)

Therefore, the semiotic program has been enthusiastically adopted by a number of
linguists, literary theorists, psychologists, sociologists and even anthropologists. It has
beenshown through numerous researches that the linguistic sciengegmatics
(including semiotics) has helped anthropologists relate elements of language to
broader social phenomena; it thus helped spread the field of linguistic anthropology.
Because pragnias describes generally the forces in play for a given utterance, it
includes the study of power, gender, race, identity, and their interactions with

individual speech.

Linguistic anthrpology seeks to wunderstand the processes of human
communications, verbal and neerbal, variation inanguageacross time and space,
the social uses of language, and the relationship between languageltanel It is
the branch of anthropology that brings linguistic methods to bear on anthropological
problems, linking the analysis of linguistic forms and processes to the interpretation
of sociocultural processes. Linguistic anthropologists often drawetated fields

including sociolinguistics pragmatics cognitive linguistics semiotics discourse
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analysis andnarrativeanalysis. It includes sufelds, such asdescriptive linguistics
dealing with the construction of grammars and lexicons for unstudied languages;
historical linguistics including the reconstruction of olldnguages, from which our
current languages have descendethnolinguistics the study of the relationship
between language and culture; asatiolinguistics the study of the social functions

of language.

One of the pioneers in the field of smicand linguistic anthropology is the
British anthropologistL.each(1976) who was concerneddi t h r esear ching p
actual lives and everything that plays a significant part in shaping their lives.
Although Leach focused on studying social kinship in detail, he related a significant
part of his studies to the science of language, grammatrcatstes and their social
function. He believed that the same way there exists an organized set pattern of
underlying codes and grammatical rules that govern our languages, there also exists
similar underlying codes and rules that govern everything elseenopl eds | i ves
including the way they dress, cook, and dtter e i s o0 nendosdmentseac ho s

from a semitic point of view:

| shall assume thatll the various noiverbal dimensions of
culture, such as style in clothing, village Hayt, architecture
furniture, food, cooking, music, physical gestures, postural attitudes
and so on are organized in patterned sets so as to incorporate coded
information in a manner analogous to the sounds and words and
sentences of a natural language. | assume ther#fasejust as
meaningful to talk about grammatical rules which govern the
wearing of clothes as it is to talk about the grammatical rules which
govern speech utterances. (p. 10)

According to recent linguists, although the history of semiotics has been
successful, it has failed to live up to its promises. Linguists such as Sperber and Wilson
(1995) discuss how although Sauss e expected t hat i t he (I
semiology will be applicable to linguistics, and the latter will circumscribe a-well
defnedl area within the mass of anthropologica

Sper ber and Wi lson maintain that what act
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decades i n whioch structurali st l i ngui sti c:
significance wasevr di scovered, | et al o8n.eThegalso!l i ed t
mention that aftethe publication ofC h o ms yntécsc Structurefl957) linguistics

took a new turn and did undergo remarkable developments, but these owed nothing to
semiotics. Therefore, as the structure of language became better understood, the
assumption that all systems of signs should have similar structural properties became

more and more untenable.

Sperber and Wilson (199%)so maintained h a t Gricebdbs theory o
was the starting point of the O6inferential
producing and interpreting evidenceo (p.24)

pillars they base their communication studies on

Based on their linguistic rearches, Sperber and Wilson published a ground
breaking theory in the field of communication studiBsey (1995)assured that both
models; the code model and the inferential model are not incompatible, and that both
models can be aabined in various ways and can both contribute to the study of
ver bal communi cati on. They believed that i
pairs phonetic and semantic representation
between thesemantic representations of sentences and the thoughts actually
coomuni cat ed bp9).Atcdrding o Bperbes and \(Vilson (1995), this gap
is filled not by more coding, but by inferendéor Sperber and Wilson argue that
communication is not a Qe process, and hence, there is not a single general answer
to the question of how communication is achieved. In particular, they argue that
neither decoding nor inference can provide by itself the basis of a single model of
communication (1995):

We mairtain that communication can be achieved in
ways which are as different from one another as walking is
from plane flight. In particular, communication can be achieved
by coding and decoding messages, and it can be achieved by
providing evidence for an inteed inference. The code model
and the inferential model are each adequate to a different mode



of communication; hence upgrading either to the status of a
general theory of communication is a mistake. (p.3)

Therefore, by their developed theory, they attetoshow how communication
can be described as a process of i nferent
intention. With this theory they presented a new, general approach to the study of
human communication, as they maintain that it provides a suffiagount on its own
for explaining the interaction between linguistic meaning and contextual factors in
utterance interpretation. According to them, in order to achieve understanding in a
communication situation, individuals must focus their attentiomvibat seems to them
to be the most relevant information available. The theory will be elaborated on and

discussed further in the study.

Thus, communication has always been a broad area of study and research.
Such studies obviously aim to contribute be understanding of how people engage
with each other in various parts of the world. It also aims at helping to educate people
in order to achieve better and more efficient interactions with each other, because,
communication studies provide strong modélsth new and old, that can be used to
help everyone, from simpleinded babies all the way to professionals. Scholars also
assert that knowing not only what to say but even how to say it is very critical in
every situation of communication, because it caither help or hinder the
communication process, resulting in fruitful communication or lack of understanding,

respectively.

1.2 Statement of the Problem

Regarding foreign language learning and in order to communicate effectively in
aforeign language, a number different factors is likelyto affect whether a dhd is
able to answer questions, or not, in orderctonmunicate effdovely in a foreign

language, laildren acquiring a foreign languagen this study the English language
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particular - often learn during classroom activities where specific, targeted English
skills are being taught, rather than through the haimdexperiences typical of first
language acquisition (Dunn, 1994). Moreover, Dunn asserts that children are also
challenged to learn English quickiyhile keeping up with the new concepts introduced

in their classes every day.

Therefore, regardig the research problem, the study attempts to analyze the
numerous reasonshat could participate in the comprehensionffidulties and
consequentlyinhec hi | dr ends fl uency wheinnthisecase ni ng a
the English language. The researalso suggestthat one of the problems facing the
Saudi EFL learner is the inability to utilize a given context prigpesind as a
consequence, the inability to answer the contebdted questions correctly. Such
difficulties students face may leaal comprehension and communication problems in

the foreign language.

1.3 Significance of the Study

The present studis significant for a number ofeasos. One of the reasons
this study is conducted is to address the difficulties Saudi children face when trying to
communicate in the English language they are learning as a foreign langtizageis
attempted throughout the study bying to identify the strategies these children go
though when trying to answer question that pose different levels of pragmatic
demands.In other words, the study will focus on the role of the context in
undersanding the foreign languag®ifferent studies have attempted to address this
issue, for example, Ryder & Leinonen (200daintained that,rbm a very early age
children are able to infer meanings by combining information to work out meanings
Theyassuré¢ hat this becomes more sophisticated w
to go beyond the immediate context and make connections with their world knowledge

and experience on the basis of subtle clues.



Furthermore, another reasofor conducting the tady is to show the
significance of using children storiesr children literaturein the EFL classes, and its
effect on their language development and enthusiasm to |Barsen (1988, for
example,maintainsthat te impulse to story is present in evesfyild; and thata
storytelling culture in the classroom refinesxd enlarges upon that impulse
Launching from that belief, many linguistic researchers, such as: Rees (1979), Morgan
& Rinvolucri (1983), Reid (2002), and Klippel (1984), have found that chir e n 6 s
|l iterature can play a major role in stude
including listening, speaking, reading, and writing skills. Their studies illustrated the
role of childrends | iteratur e leamingltkev el opi n
foreign language, English in particular. Rees (1979), for example, suggests that books
written for Englishspeaking children can be used effectively in the EFL classroom.
He al so asserts t hat Aforeign flomahener s d e
knowl edge that they are |listening to a sto
Rees adds that the secret of the success o

light-hearted and random appearance, free from the heavy hand df didad s mo ( p. 3) .

Thus, ly this studythe researcher aims to contribute to the EFL curriculum in
the chld language acquisition fieldy attempting to locate the difficulties and the
strategies Saudi children use when finding it difficult to understand owesna
contextrelated question as EFL learneréllocating the reasons behind such
difficulties will help in solving many obstadethat face the children while trying to
communicate in EnglisiiThe present studgisoattempts to contribute to the EFL field
by trying to i mpr ove Saudi childrenos Eng
integration of English stories suitable for thage and attention span as part of their

curriculum.

1.4 Objectives of the Study:
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Through this study, the researcher attempts to identify the difficulties children
face when trying to communicate in a foreign language they are learning. The study
asoeeks to find out if there exists a devel
to answer questions and also in the strategies they use when finding it difficult to
answer questionsThis will be attempted by focusing on the Relevance Theory
comprehensin processes children go through while attempting riewar context
related questiondn other words, the present studycencerned with examining and
explaining the process involved in the use of context in language comprehension and

production from the Relevance Theory point of view.

1.5Research Questions

The present study attempts to answer the following questions:

a Dodevel opment al changes be found I n youl
questions?

b) Is there a developmental trend in the strategies children use when finding it difficult
to answer questions?

c) Do the processes of comprehension derived from the Relevance Theory have

developmental validity?

1.6 Research Hypotheses

In addition, the study also aims to examine the following hypotheses:

a Devel opment al trends c oul d abilitye to &neswen d i n \

guestions.
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b. There is a developmental trend in the strategies children use when finding it difficult
to answer questions.
c. Developmental validity can be found in the processes of comprehension derived

from the Relevance Theory.

1.8 Scopeand Limitations of the Study

Because the nature of this study is an empirical study rather than a comparative or a
contrastive one, and in order to minimize theiafles affecting the researchhi$
study will be limited to Saudi female students inithérst, second and third
elementary levels (thus ramgj from 717 9 years old). Students attending other levels
as well as boys will be excluded from the study in order to cut down the variables and
reach more accurate results. In addition, due to tttetfiat English language is taught
to Saudi children in their early elementary levels only in private schools, one private
school located in the city of Riyadh will be chosen to apply this study to cut down the
variables, such as different social and ficiah backgrounds. The study will be
attempted in the academic year 1430 H. /2009. Moreover, the chosen school will be

one that includes English stories in their reading curriculum.

1.8 Definitions of Terms:

Key terms and variables are defined in gestion to clarify how these terms pertain to
the present study. All the follamg definitions are given bysper b er & Wil sor

RelevanceCommunication and Cognitiqd995)
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Relevance to an individual an assumption is relevant to an individual given time
if and only if it has some positive cognitive effect in one or more of the contexts

accessible to him at that time. (p.265)

Principle of relevance: Every act of ostensive communication communicates a

presumption of its own optimal relevance 1G8)

1. First (cognitive) principle of relevance:human cognition is geared towards the
maximization ofrelevance(that is, the achievement of as margntextual effects as

possible for as littiprocessing effortas possible)p.261)

2. Second (communiative) principle of relevance: every ostensive stimulus

communicates a presumption of its oatimal relevance (p.266)

Optimal relevance a property that an utterance (or otbstensive stimulu¥ has, on
a given interpretation, when (a) it has enowghtextual (or cognitive) effectsto be
worth the hearer's attention, attention, and (b) it puts the hearer to no gratuitous

processing effortin achieving those effects. (p.267)

Processing effort:the effortwhich a cognitive system must expend in ordearnave
at a satisfactory interpretation of incoming information (involving factors such as the
accessing of an appropriate set of contextual assumptions and the inferential work of

integrating the new information with existing assumptions). (p.124)
Assumption: an assumption is a structured set of concepts. (p.85)

Context: is a psychological construct, a subset of the hearsentally existing
assumptions about the worldthich interacts with newly impinging information
(whether received via perception omamunication) to give rise toontextual effects

It is these assumptions, rather than the actual state of the world, that affect the

interpretation of an utterancg.15)

Contextual effects: the kind of result which a newly received stimulus must bring
alout, by interacting with some of the assumptions already in the cognitive system, in
order for it to be relevant to the system; there are three types of contextual (or
cognitive) effect it may have: supporting and so strengthening existing assumptions,
cortradicting and eliminating assumptions, combining inferentially with them to

produce new conclusions. (p.108)



Contextual implication: a conclusion inferred on the basis of a set of premises
consisting of both contextual assumptions and new assumptiongediedrom the

incoming stimulus and not derivable from either of these alone. (p.109)

Cognitive effect is a contextual effect occurring in a Cognitive system (e.g. an
individual), and a positive cognitive effect is a cognitive effect that contributes

positvely to the fulfillment ofcognitive functions or goals. @65).

Cognitive environment (of an individual): the set of assumptions or facts that are

manifest to an individuatthe time of the utterance..39)

Manifest: a fact is manifest to amdividual at a given time if and only if he is
capable at that time of representing it mentally and accepting its represeatatrue

or probably true. (§39).

Ostension: behavior which makes manifest an intention to make something manifest.

In otherwords: a huran intentional communication..4®)

Ostensive inferential communication transmission of information/meaning via a
stimulus which comes with a communicative intention; that is, which makes it
mutually manifest to communicator and audienced tha communicator intends, by
means of this stimulus, to make manifest to the audience a set of assumptions.
Examples of such (ostensive) stimuli are verbal utterances, pointing and winking.
(pp.50-54).

Explicature: is a combination of linguistically ended and contextually inferred
conceptual features. Or, in other words1 ostensively communicated assumption,
which is inferentially developed from the incomplete conceptual representation (logical

form) resulting from linguistic decoding. (p.182)

Implicature (conversational): an ostensively communicated assumption that is

derived solely via processes of pragmatic inference. (p.182)
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1.9Conclusion

Overall, in this chapter, the researcher presented a general view of the
evolution in communication studies anthe Relevance Tdory as a theory of
communication The researcher sd shed light on the problerthe significance of the
study,the objectives of the study ahow it will attempt to contribute to the EFL field.
Moreover, the chater pointed out the research hypotheses and research questions the
researcher intends to find answers for through the research. Finally, the researcher

provides a list of some of the main definitions that will be used in the study.
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CHAPTER TWO

REVIEW OF RELATED LITERATURE

Introduction

The presentchapter reviews thé&kelevance Theory of Communication and
Cognition 999, which will be the groundbase of this studySperber and Wilsds
theory was first introduced in (198@) their book RelevanceCommunication and
Cognition but their modified Second Edition, published after nine year£1985),
and titled:Relevance, Communication and Cognition, Second Ediitime oneused
in the present researchhe chapter will shed light on the definitioof the theory as
developed by Sperber & Wilsol4861995), as well as a general discussion of the
main pillars of the theory. This will be followed by some definitions of Sperber and
Wi | s ®Relevace heory (RT) as proposed by other scholars along wstime
theoretical and empirical studies thatvie examined the RT. In additiothild foreign
languagelearning and the numerous studies that have attempted to explain how a
child acquireBearnsa second/foreign language will also be explored in thetehap
Furthermore studies on the application of tiR in the child language learnirigeld

will also be examined

2.1 Relevance Theory Defined

Relevance theory has been developed most famously over the last twenty years
in the collaborations of two weknown linguists, Dan Sperber in Paris and Deirdre
Wilson in London. This field of pragmatics is concerned with the contextual and

inferential aspcts of language communication, namely the relationship between how
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what is only implied in a statement contributes to determining the meaning of what is
explicitly said. Relevance theorylsoties language to reality through psychological
processes of huam cognition that are considered universal because it takes as its

basis the way the human brain functions in processing language.

Sperber andVilson (S & W) (1995) present a new approach to the study of

human communicatio, i n which tdo@ymurdcats is itotclaim ara t it
indi vidual 6s attenti on: hence t o communi c
communi cated i s This| fendamentald ideq that edmananécated

information comes with a guarantee of relevance is what theuttwrs,Sperber and

Wilson, based their theory on. They refer to their theory asQbemunicative

Principle of Relevancewhich, they believe, isessential in explaining human
communi cati on, as they show how dAit i s en
interactiono f l ingui stic meaning and contextual

(Prefacevii).

I n relation to the actual thardheayngy of t h
& W maintainthatin We ar e trying to developoa theore
use in the study of communication and cognition. We expect this theoretical concept
to help predict peopl ebds intuitions, but
6rel evanced or of Si mi 1985, p.126). Thusnthertgrm | a n g u a ¢
O0relcevwvamoes not refer to the ordinary mean
but to a theoretical concept to be used in the study of human communiddteyn.
note howeverthat the word should not be confused with its far more common sense
of conscioug) deciding if a statement, once understood, is relevant to one's interests
or not. Thus the word "relevance" in theitheory refers to that goal of a mental
process by which the meaning of an utterance forms in the mind through the

subconscious proces§®pr eadi ng 06 n(@.019)a | activationo



The coeauthors believe that kile communicating, the hearer is guided by a
single, very general criterion to evaluate a variety of possible interpretations, which is
precise and powerful enough to exclude all bstrgle interpretation, this criterion is
nothing but thePrinciple of Relevancewhich is the heart of the Relevance Theory
Sperber and Wilson (1995) defined tRenciple of Relevancas At he princi pl
every utterance creates an expectation of r
of their understanding of what happens in a communication situation. For they believe
that whenever a person communicates something, he aitalya has the
presumption that what he is going to say is believed to be relevant to the hearer.
defining "relevance”, they stated th&An assumption is relevant in a contekand
only if it has someontextual effet in that context(p.122).Tha statement, according
to S & W, captures the intuition that to be relevant in a context, an assumption must
connect upwith that context in some waylowever, they note that their theory does
not attempt to exhausti velngvergdayfusenbattriedhh e ¢ onc

to show an interesting and important part of human speech.

Furthermore, within theiPrinciple of Relevancehey make two fundamental

claims, one about cognition, and the other about communication:

(1) AHuman ctoog nbiet igoena rteedn dtso t he maxi mi z a:

2 hEvery act of ostensive c ni cati on

0
own optimal relevance. o (p.2

Thus, distancing itself from the code model of langu&jehas instead turned
to principles of cognitive psychology, and it attempts to work out in detail the co
authorsé | inguistic claim that "an essent.i
the expression and recognitiabmodebdf hownt enti o
meaning is related to words takes human communication seriously by assuming that a
communicator "provides evidence of his/her intention to convey a certain meaning,
which is inferred by the audience&2.on the
Therefore, for S & Wrelevance is conceived as relative or subjective, as it depends

upon the state of knowledge of a hearéew she encounters an utterance.
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In addition, RT has achieved such prominence in communication studies
mostly because ihakes a serious attempt to confront the question: What is the nature
and role of context in communication? Context here does not mesaxtcor context
of situation, but At he set of assumptions
According to S & W context is a wide and potentially enormous concept, including
absolutely any assumption owned by the human mind. They assert that these
assumptions may be from Ainformation about
the immediately preceding utterancest@ a much greater extent, from expectations
about the future, scientific hypotheses or religious beliefs, anecdotal memories, general

cultural assumptions, or beliefs about the mental state of the speaker-1pp.15

Both linguists claim that the regoition of the intended interpretation of an
utterance, even the success of communication depends greatly on whether the hearer
uses the speakernt ended or appropriate context. The
process new assumptions is essentialygubset of the individuals old assumptions,
with which the new assumptions combine to
(p.132). For they believe that the right |
followed by straightforward and logical inferee of the intended implication, whereas
the use of wrong assumptions will certainly lead to misunderstanding, even a complete

failure of communication.

Ontheabstractlevel, S&W 1995) assert that #Athe not.i
not just to human legs, but to any informatioprocessing device which is not simply
involved in achieving a fAccerdimy togSokaW thea t a fi
mental processes that take place in order to understand an utterance, and hence
communicate successfujlgannot be computed in exact, fixed amounts. Consequently,
if the assessment of mental performances were the result of such accurate
computations, people should be able to make absolute judgments, however, according

to them, this expectation is neithemndrnor realistic.



On the other hand, numerous scholars have attempted to define and explain
the Relevance Theorysgroposed by S & W1986/1995) Kuper & Kuper (2004),
for example, explains that the relevance theory is mainly based on the idea that the
human cognitive system automatically allocates attention to information that seems
relevan. According to themthe RTst at es t hat: AAny adst of c ol
the audience's attention; as a result, it creates an expectation of relevance. In
interpreting an utterance or other act of communication, a rational hearer should
choose the interpretation that best sati s
expains that relevance theorists claim that no other principles of communication are
needed in interpreting utterances. In this way, Kuper asserts, the relevance theorists
reject Grice's Cdperative Principle and maxims while retaining his central insights
about the inferential nature of communication and the mpa nce of speak:

intentions.

Graesser and his euthors (2003)maintain that a different development
from linguistics is the work on kevance theory, S & W1986). According to them,
the relevancgheoretic account of utterance interpretation proposes that a
fundamental assumption about human cognition is that people pay attention to
information that seems most r el eteramcet t o t h
starts out as a request for someone else's attention, and this creates an expectation of
relevance. o(p. 376) . This expectation of r el
for evaluating possible interpretations of a speaker's utterance. Siieay how
Sperber and Wilson claimed that newly presented information is relevant in a context
only when it achieves contextual effects in that context, and the greater contextual
effects, the greater the relevance. Thus, they assert that relevancees defierms
of contextual effects and processing effort. They further explain how contextual
effects are achieved. According to them,
speaker's utterance strengthens, contradicts, or denies an existing assumption or
combining an existing assumption to yield some new contextual

i mplications. o(p.378).
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Borg (2004), howevermaintains that there are two opposing approaches to
the study of linguistic meaning: on the one hand, there is the formal approaches which
suggest that there is a level of propositional or tretlaluable content, namely
sentence meaning, which, according to Bor g,
of the formal features ohte e x pr e s s i o the otherrhangy this ynadel is O
challengd by what he termed 'dual pragmatic accounts', like relevance theory, which
accordingtohimfin o such | evel of formally derived c
maintainst h athe,resufis of formal processing must be supplemented by pragmatic

infooma i on to yield something genuinely propo:

Borg further explains that, according to relevance theory, interpreting the
literal meaning of some linguistic act is a kind of inference to the best explaaation
At he speaker pavidedoe oeher canmpnicaive entetions and the
addressee uses this as a basis for constructing a hypothesis about those
intentions. o(p.43)antitgsofu&Wbepr dpecheast he
AOstensive behavi or sthoughts,iarté succeeds imMdoingcse of o
because it implies a guarantee of relevance. It implies such a guarantee because
humans automatically turn their attention
(p.45). He asserts that 'Relevance' here is lanteal term andits connection to the
nontechnical hanonym is also clearly important. Thu,a communi cati ve a
relevant just in case the cost of cognitive processing is outweighed by the amount of
cognitive effects which (p47)eIndtherevordsghe ul t of
promise of relevance is the promise that any expenditure an individual makes in
trying to understand an ostensive act will be worth his/her while in terms of what s/he
|l earn from interpreting stdyoutdpoocessyywuware he as:
guaranteed that the information you will learn will cross some threshold of usefulness
to you. o0( p. 4 79that, &8andigg tcaRT,sbenefits afdcognitive processing
vary, but they may include deriving or strengtheningwnassumptions, and

confirming or rejecting previous assumptions.
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Giora (2003), on the other hanid another scholar who has been interested in
meaning activation and construction in discourse processing. She developed her own
cognitive theoryand she called it: the Graded Salience Hypothesis (GSH), to explore
if meaning is accessed in a hierarchical manner in cognitive processing. The
contention of the GSH is that salienti.e. consolidated and encodedlexical
meanings of a mental entity earalways activated in the initial process of
comprehension, regardless of the contdrt.her theory she claims that lexical
processing takes priority over contextual processing. In other words, Giortamain
that in the initial phase of language commes$ion, contextual and lexical processes
do not interact but run parallel, and this stage, she asserts, is dominated by lexical

access.

Giora, furthermore, congges her GSH to S & W RT. Shemaintains that,
accessible assumptions (assumptions madsladle by the immediate context)
according to relevance theorwffect the relevance of incoming utterances by
decreasing t hei 8he éxplaine thatsuslikenthe Graded dsalience
Hypothesis, R focuses on accessible contexts. Giora furténeserts that, altholg
her GSHacknowl edges the O6épredictived and O0f ¢
information, it is concerned primarily with the accessibility of meanings of
contexbt hat i s, wi t h t he effect of t he con
salient/accessible conteftee meaning 6 (p. 27) . Thus, hehe mai nt
relevance theory lays emphasis on the role contextual information plays in
comprehension, the graded salience hypothesis underlines the role coded meanings
play in the samerocessvisvi s cont ext u@.l28).inmother wondst i on. 0
Giora assertdhat, unlike the RTit is the salient (i.e. coded) meanjmgther than the
contextual information or literal meaninghat govern communicator's linguistic

behavior.

On the other hand, in his study which analyzed the use of the RT approach in
the language of advertisement in Britain and JapanaKa (1994) maintains that S &
W's RT provides the most comprehensive account of utterance interpretation. He

explains that S & W1987b, p.742) argue that it is a step forward to recognize the
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importance of goals, purposes, plans, and so on, however, Tanaka asserts that little
progress has been made in developing adequate-bgeatl accounts of
communi cati on. H e speakegsugeas affett dhe cofmprdhendioh e
process, then some account must be provided of how the hearer can recognize these
goals, and exactly how this recognition can affect the processes of disambiguation,
reference assignment and understanding of metaphwehich are at the heart of
comprehension. o (p.9). Tanaka further asse

how the hearer can recognize such goals.

Moreover, Tanaka believed that, unlike other approaches to corcamioni
studies, RTprovides the rost satisfactory answer to the basic question of how
communication is achieved in advertising. Therefore, he atthpt apply the RTo
the analysis of the language used in advertisements, by focusing on covert

communication, puns, metaphors, and imagesomen in advertising. According to

hi m, the theory is based on the idea of C

intention to communicate and to publicize his intention. Tanaka explains that the task

of t he audience i n 0 st processs the commounicatorisi cat i o
utterance against background information and derive an interpretation which is
consistent with the principle of relevance.
framework on the notion dd o st ent i ® ® 6 t h &Sidefsn \dkcellenttool to

analyze advertisement language.

Tanakahowever denotes tha® & W offer a principled account iRelevance
of Ahow an utterance iIis interpreted by the
at the most general lely S & Wargue that it is thoughts wdh are communicated.
He add that, by thoughts, they mean mental representations, which hearers are
capable of entertaining and believing. I n
of assumptionso (Opthatlti®e xheoryrttem@d taseaplaimthe goal a |
of the communicator in a communication S
communicator is to alter his hearer's thoughts, and that is why he engages in

communication at all .o(p. 14).



Moreover, while attemptingto providea general exposition of the RT, Tanaka

explains that S & Ws framework is based on O0o0ostent
intention to communicate and to publicize
ostentive stimulus creates a pragption of optimalre e vanc e 6 ( phatgo . He st

process the communicator's utterance against background information and derive an
interpretation which is consistent with the principle of relevance, embodies the main

task of the audience in ostensicommunication. However, Tanaka maintains that

here it is necessary to consider the distinction between semantics and pragmatics. He
explains that, withintte framework of RT semantics is defined as having to do with

elements of meaning, which can beedity obtained from the linguistic content

al one, t hat I s, the grammar and the | exic
meaning is obtainable by decoding linguistic expressions, and it remains valid
independently of cont ext, o (hpe. 79 s s ePrrtasg nfalhd < s
elements which depend on extmnaguistic contextual information and the hearer's

inferential abilities.o(p. 7).

Goatly( 1997) , i n e x p Iclaimsnthatmfgrmdtiondsl relevaamtn ¢ e 0 ,

to you if it interacts with your asting beliefs/tbughts (which S & Wcall
assumptions(1986:2)). According to himone product of this interaction is a

Contextual implicationCreating contextual iplicationsis one kind of contextual

effectd others are the strengthening or eliminatiorewisting asumptiond and the

greater the contextuaffects the greater the relevance. However, he asgetdhe

number and degree of contextudfleets is only ondactor in computing relevance,

while the second factor is processinifoe. Thus, Gody mai nt ai ns t hat, At t
of relevance, then, which is comparative rather than absolute, can Ineedunp in

the following formula

(1) Other things being equal the greater the Contextual Effects, the grea
relevance.

(2) Other things being eglj the smaller the Processing Effort the greater
relevance. o (p.138)
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This equation, he asserts, makes it cl

wi | | be no relevance, no matter how | it

On the other handlakemore (20025 t a t e Relevamae theory fisnown
as a theory aodfthap3 & Whegard itheirsbpak as a result of their
different interests in the study of contextual factors in verbal communication.
Blakemore(2002) maintains that & W's RT presents a cognitively grounded theory

of utterance interpretatiotthes hows i hhat pet ati onséb, ac

ear

tl e

cor d

theory, are fAconceptual representations of

(p-30).Though S &W claim that the more cognitive effects derived the greater there
relevance of theinpushest r esses t hat, Airel evance 1 s
effort required for the derivation of cognitive effects, and this means that the greater

theprocesi ng effort the |l ess relevant the i

Blakemorethus asserts h a t At I's i mpossible to
without having a view of semantics, or vice versa, and it is not surprising that the
relevance theoretic approach to pragosmtcomes with a view of semantics
attached. o ( ptokeBthe.distiAction between rsegnantics and pragmatics
is a distinction between the two kinds of cognitive processes involved in utterance
interpretation. She further explains that, in releetheoretic terms, semantic
meaning is the result of linguistic decoding processes, which provide an input to
inferential processes constrained by a single cognitive prinaiplereaspragmatics
sets out to explain what people wish to achieve and hey ¢o about achieving it

using language.

She explains how S and Wentify three ways in which new informatidh
yields an improvement to a person's representation of the world, or, in other words,

three types ofognitive effec{p.63)

1. It may yiet acontextual implicationor in other words, an assumption which is
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result of a deduction that crucially involves the synthesiB afid the context.

2. It may strengthenan existing assumption. This is the effect derived wher
assumption in the context is independently derived from a new set of premis:
includesP.

3. It may contradict and lead to the elimination of an existing assumption.

Therefore, numeroustudies have attengd to define and explain S andoVé
RT. They explained & basic notion, which states that information processing during
communication involves effort that will only be undertaken in the expectation of some
reward, that being: relevancEhe theorists assert that there is thus no point in drawing
someoneb6s attention to a phenomenon unl ess
worth his attention, because, humans automatically turn their attention to what seems

most relevant to them.

Overall, after shedding light on the definition of the relevance theory as
developedby S & W, and as explained by other scholars, as well as a general
discussion of the main pillars of the theoityjs clear how S & s RT attempts to
contribute to a nutver of pragmatic fields, such as the study of cognition, input,
communication, and comprehension. They proposed practical implications of their
theory in such fields, which will be elaborated on more in the coming chdpter.
following are some theoreticand empirical studies performed by other linguists who

illustrated that RT can be a necessary tool in many pragmatic as well as other fields of

study.

2.2Relevance Theory Studies

2.2.1Theoretical Studies
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Considering previous studies, RT, ascagnitive theory, has provoked
numeroustheoretical resear@s in pragmatics since the 1990%hus numerous
empirical studies have been attempted within the pragmatic frame of the Relevance
Theory. Such studies have proved the theory to be a very redintlefficient theory
when it comes to analyzing and understanding the language we use in learning and

communication.

Pragmaticswhich is often defined as the study of language use and language
users sets out to explain what people wish to achieve hod they go about
achieving it using languageBlakemore, for example, has based numerous
publicatims of hers on S & Ws RT. | ,nUnderstandinly at@rances; an
introduction to pragmatic$1992), she provides an introduction to pragmatics from
the point of view of S and W &T and lays down the foundations of a relevance
theory approach to utterance understanding
Relevance Theory diverges from other approaches both in its general approach to

communicationandro speci fic issues. o0 (p.10).

Blakemore then attempts to apply the RT to the analysis of a range of
phenomena, which are central to pragmatics, such as, implicature, speech acts, and the

coheence of discourse.h® raises many controversial pragmatic éssusuch as her

belief t hat the 6coherence of di scour sed s
exi stence of a o6grammar of discour sebo6, but
contextual i nfor mati on i nMoredes Blakenore alsoc h f or

attempts to apply RT to the analysis of phenomena, which have raised problems for the
relationship between semantics and pragmatics, for example, reference, presupposition,

and nontruth-conditional meaning.Ii5e asser t s t dliainterpretatioRiI A pr ag
seen as a psychological matter, governed by a single cognitive principle, and the
distinction between semantics and pragmatics is a psychological distinction based on

the difference between linguistic and Aamuis t i ¢ k n 0.10). e&Sdegtlus 0 ( p
providesexercises and discussion topics to encourage readers to participate in the
development of the Relevance Theory framework, and in its application in the analysis

of the way utterances are understood.



Blakemore(2002) presentsan alternative approach to linguistic meanihg
focusing on the semanti cs aB8hmanamgthatt i cs o
the cognitively grounded theory of utterance interpretation, which underlies the
arguments oher book, is S & W's (1986, 199RT. Blakemore explias that, for S
andW fAthe distinction between semantics and
t wo ki nds of cognitive processes i nvol ve
According to her, semantic meaning, unlike pragmaganing which focuses on the
actual language use, is the result of linguistic decoding processes, which provide an

input to inferential processes constrained by a single cognitive principle.

In her findings, Blakemore concluded that this approach allows$wio ways
in which |linguistic encoding may act as 1n
two kinds of Ilinguistically encoded meani ng
or structure may encode a constituent of the conceptual representagibestér into
pragmatic inferences, while on the other, a linguistic expression may encode a
constraint on pragmati c inferences. o(p. 17
become known in the pragmatic studies as the distinction between conceptual and

procedural encoding.

Carston is anothexell-known scholar in the linguistic field of pragmatitet
hasalsoexcessivelydwelled on studying and applying tR8 in her researches. In her
many researchCarston hatried to develop a relevandbeoretic pragmatic account of
the full range of thoughts, utterances and interpretations. Inobrieer wideread
publications, Carston (2002) presents a study of how semantics and pragmatics
conspire to enable humans to cepMong and complex thoughts through often short
and simple lingistic utterances. Shexplores an alternative view according to which
words merely evoke (rather than directly encode) thoughts, hence even the
computation of explicit, literal meaning reliextensively on pragmatinferential
processes. Faexample, in one of her eauthored studies witBlakemore (2003), they

bot h pr esenta mddagunaiahyterantes frdmean KT point of view. In
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the study, the cauthors develop a relevantteeoretic pragmatic account of the full
range of interpretations and show how it is able to explain: (1) the interpretive
disparities betweeand-utterances and the corresponding cases ithand (2) why
andmay be used together with some discourse erarksuch asoreoverput not with

others.

Because of its significant explanatory nature in utterance understanding and
interpretation, the RT has been adopted in the field gfuage researchVolf (1999)
discusses aspects of context from a relevdheeretic perspective and considers how
this may lead to a better understanding of how language learners reedsariuaput.

Wolf proposes that the way context is defined affects (1) the relationship between
knowledge of language and context and (2)wlag speakers access assumptions in

everyday communication.

FosterCohen(2004)extends his linguistic studies to include second language
learning and offers a comparison between Relevance Theory as an account of human
communication and Herbert Clark’$906) sociocognitive Action Theory amarch.

He argues that the differences between both theories are fundamental and impact the
analysis of all kinds of naturally occurring communicative data, including that
produced by nomative speakers. In the studhe differences are discussed and
illustrated with data from second language commatina strategies. Heuggests that

the often fraught interactions between native and-metive speakers are better

captured through a Relevance Theory approach thanghiie alternatives.

Maia de Paiva and Fost@ohen(2004) also explore a number of points at
which Relevance Theory makes a useful contributiosettond language theoretical
models, specifically those of Bialystok and Schmidt and their respective notions of
"analysis", "control” and "noticing”. In the study, it is suggested that the inferential
mechanisms of Relevance Theory can account for the ingmmicies of
communicative interaction without which pragmatic negotiations do not make sense,
and thus can complement such informafprocessing accounts through the notions

of "manifestness" and the balance between "effort" and "effect".
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Sequeiro8 $2004)explores second language (L2) learners' interpretation of
reflexive anaphora (the use of a word as a regular grammatical substitute for a
preceding word or group of words) in MRlipsis by critiquing the work of Ying
(2003), who applies Relevancehdory to explain elliptical anaphoraSequeiros
argues against four claims made in his analysis: that L2 learners apply maximal
relevance in anaphoric interpretation; that a procedural account of the impact of
referential sentences on MHlipsis disambigation is appropriate; that an account of
anaphoric interpretation preferences should be based on processing cost; and that
differences in experimental results between intermediate and advanced L2 learners
are due to the use of different comprehenstvatgies Instead, the study argues: that
it iIs not maximal but rather optimal relevance that is at work; that the key in
disambiguating anaphora in MWliptical sentences is the achievement of an
optimally relevant interpretation; that the role of contekassumptions in anaphora
resolution is to enable L2 learners to derive enough contextual effects to make it
worth their effort and, in doing so, identifying (as a side effect) what they take to have
been the intended referent; and that what is crucighéuse of comprehension
strategies is not processing effort, but rather consistency with the second principle of
relevance. Overall, all these factors suggested by Sequeiros provide the basis for an
alternative and more comprehensive explanation of tperarental results discussed

by Ying.

Muma and Telle2001) present their pragmatic analysis in relation to their
social/lingustic studies. Tiey pesents a conceptual model of the cognitive social
bases of language derived from the philosophical view of constructionism and
theoretical perspectives of speech act theory and relevance theory. The centrality of
intent, modality and core issues of langaalack of construct validity in assessment,

and heterogeneity are discussed in the article.

Relevance theory studies have also reached the literddyainel its different
branchesFurlong(2007)claims that although one of the main rotdédinguistics is to
make significant contributions to literary and critical theory, it has failed to do so. His

paper investigates the reasons for the failure and suggests an approach based in
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Relevance Theory for a working relationship between literarglies and pragmatics.
Literary critics, he asserts, have misappropriated linguistic terminology and theories,
because their model of language is outdated, and because they blur the distinction
between scientific theories and ‘“interpretive framework®hexts in which
assumptions are highly salient. By following an outline of Relevance Theory, Furlong
suggests that an application of relevance stylistics demonstrates the distinctions
between theories and interpretive frameworks, and how they can reirdoece

another.

The predictions of RT were also verified in the field of psychological studies
and its relation to the field of pragmatics, such as, the study of adult reaction times and
neurophysiological imestigations.Noveck (2006) contrasts Relevance Theory to
Levinson's (1987) default account on Sl (scalar implicatures), i.e., effortful pragmatic
inferences that are costly in terms of pregiag resourcesBoth sides have made
explicit processing predictions on a range agits and Noveck discusses what these
might mean for the case of Sis. According to Levinson, Sls are generated
automatically, without effort; and when participants interpret a scalar term without an
Sl, they must have generated the Sl by default and theoetied, rather than not
generated it at all. However, as a result of being effortful, Noveck believes that one
might expect that Sis will not appear early on in acquisition, and that by manipulating
task demands in order to allow people less/more tingrdoess the scalar terms, will

affect the number of Sls participants generate.

A comprehensive range of studiegher than language research, have also
been approached through the Relevance theeny.for exampletarter, in his book,
Psychological reevance and information scieng@992), made the first attempt to
apply Relevance Theory to information science studies by proposing psychological
relevance, which is based on the essence of Relevance Theory. Harter views
information science as a discipdithat helps in examining many factors that touch the
scholarly communities and their researches, such as, electronic journals and their
impact on research, information retrieval (IR), determining the institutional affiliation
of authors, and even citatimounts. In his study (1992), Harter explores the theory of

psychological relevance and its relationship to information retrieval. He discusses
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topics, such as, information need, the search process, the nature of information, topical
relevance, relevance uggments, retrieval testing, information retrieval and
bibliometrics. He believes that Relevance Theory is a valuatdet in information

studies, where he notdsh a t : ireferences on the topic
relevant references not on the topi references that allow the making of new

intell ectual connections or cause other cog

In anotherstudy (1997), Harter discusses and evaluates numerous models for
information retrieval (IR) evaluation, such as, theditional Canfield model. He thus
suggests alternative models and various approaches to evaluation, one of which being
the Relevance Theory, which he describes as an emerging theme in IR evaluation.
Nonetheless, Harter stresses the significant explanations and isandigs the
Relevance Theory provides for IR studies, and suggests further research in the light of

the Relevance Theory for the information science field of study.

Toscahas also tackled the information science field from the RT perspective.
In hisstudy, A Pragmatics of Link§2000) he applies cognitive effects and processing
effort to guidelines of writing relevant hypertexts depending on what kind of
interpretive movement to provoke: Maximal (informational) cognitive effects at
Minimum processingeffort. This, he asserts, is important for presenting concrete
information to enable the reader to know where she is and where she can go at all
times, or Maximal (lyrical) cognitive effects at Increased processing effort for taking

advantage of hypertexts power of suggesting i mplicatur e

Saraceviq2007)also extends the idea of applying RT on to the information
technology studies. As noted by him, relevance in communication has some impact on
thinking about relevance iimformation science than thoughts on relege from other
fields. White (2007) uses cognitive effects and processing effort within Relevance
Theory to indicate term frequencies and inverse document frequencies in a two

dimensional pennant diagram of bibhetric retrieval.

Unger (2006) on the other handpoints out the influence of genre on
comprehensin by applying RT in his studyBecause, he believes, genre information

enters into the comprehension procedure to thetfinang expectations of relevesa
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Neverthel ess, Un g e&d 6slingwssticadiseonrsegYus (4087), | i mi

however, extends the ideas of genre and relevance to information technology and
internet research. He stresses the role of genre information, relevance and the weblog
temd ate in stabilizing weblog genre. Yus
save mental effort and direct the addressee towards particular interpretive paths and

|l ead to specific expectations of webl og

It is worth notingthat the importance of pragmatic translation, especially the
revelation of R on the translation practice, hasso been increasingly recognized
since the ninetiesPragmatietranslation studies have attempted to show how
translation (skill, art, procesand product) is affected by pragmatic factors such as the
acts performed by people when they use language; how writers try to be polite,
relevant, and cooperative; the distinctions writers make between what their readers
may already know and what is likelg be new to them; what is presupposed and what
is openly affirmed; and not to mention time and space. Other factors are also taken into
consideration in the pragmatiansiation field of study, such as, how writers refer to
things and make their discag coherent; and how issues may be hedged or attempts
made to produce in readers of the translation effects equivalent to those stimulated in

readers of the original.

It was in 1991 that Ernghugust Gutt (1991), a cognitive pragmatist, offered
an accounof translation purely in terms of the concept of relevance. Gutt had intended
to find a new translation theory based on the RT. Interestingly enough, he realized that
RT itself had such strong explanatory capability that it was able to account fongexist

translation theories as well as seemingly contradictory translation phenomena.

Gutt (1991)summarizes the value of relevance for religisaspt translation
(the Bible in particular). According to Gutt, because all translation must start with the
translator's interpretation of the original language, relevance theory provides "a much
sharper t ool for meaning analysiso (p.

provides a more adequate understanding of translation problems by making

asS S

n f
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translators more ewcious of the "contextual gap between the context envisaged by

the original communi cator and that availab
study, Gutt offers, as further insights from relevance theory, an explanation of how

implicit information is recovered, why there is implicit information in language

processing, explanation of what it means for a translation to "make sense,"” and why

contextual information is crucial for the interpretation of utterances.

Jobes (2007)on the other handxplains that work in the cognitive sciences
of the last thirty or forty years has shifted the way scientists think of how language is
processed in the mind. This revolution in the field of cognitive sciences, he asserts,
has caused i a istceelahvitynirktherragogration that thre gohysiology
of the human brain and its cognitive funct.i
Thi s, he believes, Ahas given rise to a me
the emergence of a newetbry of how language communicates meaning, relevance
theory.o(p.1). Mo r e o vRTrproviddsoabuaian betveeenrttea i ns t
linguistics and the cognitive sciences, as it attempts to account for the role of context
in determining the meaning adrguage. This element, he assures, was lacking in the
older approach to meaning, known in the linguistic field as the code model, which
basic notion was based solely on lexical semantics in which the meaning of a
statement was thought to be coded into Wwds comprigig in other words. He
maintainst hat , AFor decades |l inguists worked wi
considered meaning to be encoded into words that were strung together like cars of a

freight train to carry.z2meaning between two

According to Jobes, the field of pragmatics, from which Rieemerged, is
concerned with the contextual and inferential aspects of language communication,
namely the relationship between how what is implied in language contributes to the
meaning ofwhat is explicitly said. He attempts to define the warlevance" in RT
by explaining that it #Arefers to that goal
an utterance forms in the mind through the subconscious process ofirspneaatal

activatan . 0 (p. 4 redaselesst hat the meaning of the
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not be confused with its far more common sense of consciously deciding if a
statement, once understood, is relevant to one's interests or not. For he maintains that,

a linguistc input is considered relevant to a person "when its processing in a context

of available assumptions yields a positive cogsiteffect,”(p.5),n other words, one

that makes a difference to the person's representation of the artdernore, Jobes

exdains that S & Whbase their theory on two principles of human cognitive
psychol ogy: A(1l) that the human mind subcor
it deems relevant to itself; and (2) that the human mind is geared to achieve the
greatest possiblecognitive effect while exerting the smallest possible mental
processing effort i n a context of avail abl
equal, he further explains, the greater the positive cognitive effect achieved, the

greater the relevance olfie linguistic input, and the greater the processing effort

expended, the lower the relevance of the linguistic input.

Moreover,Jobesxplores relevance theory as it bears on the question of what
characteristics a translation must have in order to lifdh to the original when
translating religious text. Jobes maintains that recently relevance theory has been
receiving much attention among religious scripture translators. He asserts his belief
that because translation between languages is also ahlenguistic communication,
it should not be treated in isolation from the larger framework of sound linguistic and
cognitive theory. He also stresses the significant value of the theory when translating
religioustext, 1 Br oadl y st at ed,reletamce themrg pol religi@us i o n of
translation requires that sufficient communicative clues that were linguistically
signaled in the original language from which a reader in the source culture would
infer necessary implicatures must be adequately representdtei translation.
Translators guided by relevance theory would therefore opt for the rendering that

mi ni mi zes ment al processing effort.o (p.9)

Jobes, furthermore, argues against the opposing parties when it comes to
translating religious text, that ithe formal against the functional method, and vice

ver sa. He asserts that, AThe fidelity of a
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adequately evaluated by pitting formal and functional equivalence against each

ot her 0. (p. 11) ink that & teanstatjon thab ib eossidereal faithfulao

the original text has to include both the formal and functional methods in translating
wherever each is suitable, which, he believes, the relevance theory makes possible.

He asserts that RT substantatet hat f@fAevery accurate transl a
that resemble both formal equivalence and functional equivalence at various places
throughout the text depending on the degree of congruence between the linguistic
structures of the languages invalvand the differences between the lexical, logical,

and encyclopedic entries of the authors of Scripture and those of the reader in any
given modern | anguage and culture.o (p.13)
asserting that the application of @ehnce theory to translation should continue to be

explored for its potential value in the interpretation of written texts.

2.2.2Empirical Studies

On the other hand, numerous empirical studies have been attempted within the
pragmatic frame of the Relevance Theory. Such studies have proved the theory to be a
very reliable and efficient theory when it comes to analyzing and understanding the

language w use in learning and communication.

Heltoft and Geis{1984)attempt to analyze the language used in a newspaper
article from the point of view of the Relevance Theory. The three papers in this
publication analyze a newspaper article on "econgltics,” or more specifically,
the devaluing of the Danish kroner. The papers all examine some linguistic or
structural feature of the language used in writing the article. Specific focus is on
relevance theory and relevance in the article, the usexbfanalysis in looking at
relevance, the function of the language used in the article, and the intention of the
writing (e.g., how the writing of the article is used to shape the opinions of readers).
The research findings provide direct support for thedeRance Theory vievand

suggest that results can be explained within the Relevance Theory frame.
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Haegemar(1989) however,attempts to shed light ommé selection of future
time expressns in English tense usage. In his studgscriptive accounts of time
usage expressions are reinterpreted against the background of the theory of utterance
interpretation known as Relevance Theory. In conclustbe, research findings

provide implications for relevance theory as an information retrieval system.

Delahunty in his article:Whole Teaching: Performative Acts in Good Faith
(1989), discusses ways in which the innate act of "telling" can be used in teaching to
strengthen the bond between teacher and student and enrich the process of learning.
The paper offers an intuitive rationale for using "telling" as a teaching mode in the
community college classroom and provides a formal explanation of "telling” based on
the work of theorists in the fields of cognitive science and spaechtheory. The
author explains that among these theoristdlaeRussian metbnguist, M. Bakhtin;
Jurgen Habermas, the founder of "universal pragmatics”; and Dan Sperber, who
developed the general "relevance” theory of communication which suggests that, for
communication to occur, the speaker must "make manifest" his/her intention to effect
"a change inthe listener's cognitive environment" and that this show of intention

("ostension™) is a precondition for meaningful exchange.

After discussing the relationship between "ostension”™ and "telling,”

Del ahuntyds paper pr ovi de g teak taokplace ;n o f
classrooms at Northampton Community College (Pennsylvania) between 1986 and
1988. Dialogues between students and teachers in speech/theater, economics, English
literature, composition, and social science classrooms are used tmiéuatts of
disclosure, active listening, restatement, and teaching within the context of
interrogating learners. Concluding comments indicate that all acts of "telling" share
the intention of reaching understanding and that from this common ground they
diverge according to the demands of course content and mutual cognitive

environments.
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Byrne (1992) presentshis study within the RTiield. Byrne explais how
relevance theory, the premise that a hearer will make the effortracess a
communication ifs/he feels it will alter or enrich his/her cognitive environment, can
be useful for increasing the effectiveness of advertising communication. The
researchr believes that the theory is particularly helpful for analyzing and improving
the effectiveness of the creative devices often used in advertising language to add
interest and additional meaning to the text. In addition, Byrne asserts that while
essentidl a theory of pragmatics, relevance theory gives a complete account of the
recovery of meaning of an utterance. He also mentions that advertising text
commonly contains variations on accepted standards of grammaticality and specific
contextual implicatios. Analysis of the text usinBT, he assures, can expose the
text/context interaction and illustrate the role of linguistic style as a tool for conveying
more than is actually verbalized. Finally, Byrne suggests areas that can be targeted by
such analysis,including: disambiguation and referential assignment, readers'
anticipatory hypotheses, examination of phonetic effects, repetition, text length,
mediaspecific contextual implications, intertext devices, illocutionary force, and

cancellation of implicate.

On the other hand, Campb¢ll992) performed a pragmatic study in the field of
rhetorical argumentdde explains thaRT in linguistic pragmatis is applied to the
field of rhetorical argument. In the study, the author asserts the fact that the applied
theory allows for multiple coincidental relevances (strategic, rational, and worldly)
during the communication of arguments corresponding to hwind awareness with
regard to which arguments are made and understoabnclusion, the study suggests

that results can be exjted within the RTrramework.

Pickering(1995 provides an analysis of English intonation where he focuses
on fall-rise and risdall instruction on the basis ORT. In his study, Pickering
explains that fatrise intonation marks material from which the speaker would deriv
a precondition for what he is saying, while riadl intonation marks material from
which the speaker would derive a consequence from what he is saying based on

inversion of the clause where the risdl appears. The data of the study were drawn
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from acovertly recorded telephone conversation between two males about a series of
mishaps suffered by a woman driving a car. In addition to the main finding that both
certain implicatures and certain explicatures can be derived fromsltones, it was

alo found that backchannel utterances by the listener were significantly related to
the speaker's intention as interpreted by the listener through intonation, and that a

sexist stance on the speaker's part was conveyed through intonation.

Watson (1995)examined whether the use of superordinate terms in 206
children's definitions is predictable by relevance theory. Children (ag€y Have
definitions for 16 bastlevel words and 4 superordinate words from natural kind and
artifact semantic domains. Watson found that superordinate terms were used more
frequently when they supported more inferences. The findings reflect the speaker's
intention to achieve optimal levance and maximum contextual effects with least
processing effortln conclusion, the research findings provideplications for RT

and the evaluation of infmation retrieval systems.

Groefsema(1995) argues that the polysemy view can rgve a unified
account of the meanings of can, may, must, and should, whereas the unitary meaning
view does not encounter the problem. In the results of the study, unitary meanings are
proposed that account both for the range of interpretations thesdésncadahave and
for why they get these interpretations. In conclusithe, research findings provide

directsupport for the RView.

On the other hand, Frethei(®996) compares the meanings of the English
adverb "then," that is, at that time and afteatf to their lexical equivalents in
Hungarian and Norwegian, drawing conclusionshia spirit of S and V& relevance
theory. The researcher proposes that neither Hungarian nor Norwegian has a word
that, like the English "then," neutralizes the distincto®tween coreferential and non
coreferential terms. In conclusion, the study suggests that results canl&®ezkp

with the RTframework.



The author KeMesu (1997)presented a study that applied Relevance Theory
to interpretation of texts written in Ghanaian English, particularly those intended for
reading by multiple audiences. In his artjctae nature of such "hybrid" texts is
examined and key prindgs of Relevance Theory are outlined. In his studyMasu
offers firstan @ pl anat i on o Ife aSsert& thatVBetevaiRd is defined in
terms of contextual effect and processing effort. Contextual effects are achieved when
new information interactsvith a context of already existing assumptions in one of
several ways; the greater the effort required to derive contextual effects (processing
effort), the lower the relevance of the content. He also assures the view that the
greater the contextual effedhe greater the relevance. In addition, the researcher
reports his analysis of several texts which looks at contextualization, {egroantic
variation, and syntactic variation. Proverbs were also considered, as a subcategory of
hybrid text. It was corluded that two forms of relevance emerge from processing of
hybrid texts: mothetongue relevance and othengue relevance. He also suggests
that variation in assumptions that underlies this process is particularly great between

different cultures.

Nicolle and Clark(1999) attempted a replicationf @&sibbs and Moise (1997)
experiments regarding the recognition of a distinction between what is said and what
is implicated. Results showed that, under certain conditions, the subjects selected
implicatures when asked to select the paraphrase best reflechat a speaker has
said. In conclusion, the study suggests that results can baired with the RT

framework.

Spink and Greisdor2001a), on theother hand, investigated the regions across
a distribution of users' relemae judgments. In their study multidimensional
instrument was designed using four scales for collecting, measuring, and describing
enduser relevance judgments, and was admiredt¢o 21 endisers who conducted
searches on their own information problems and made relevance judgments on a total
of 1059 retrieved items. Finally, the research findings provide implicationRTor

and the evaluation of information retrieval systems.
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In addition, the ceauthors published anotheudy in 2001 In their study, the
authors: Greisdorf and Spini2001b) report their three pragmatic studies. Results
from the three studies examining 1295 relevance judgments by 36 information
retrieval (IR) system endsers are reported. Both the regioh tbhe relevance
judgments, from noielevant to highly relevant, and motivations or levels for the
relevance judgments are examined. Implication®kfband IR systems evaluation are

discussed within the studies.

Zegarad2004) considers the iplications of S and W's (1986/95) Rar the
acquisition of the English "the" by second language (L2) learners whose first
language (L1) does not have an article system. On the one hand, the researcher asserts
that Relevance Theory provides an explicit characterization of the semantibge'of "t
which suggests ways of devising more accurate guidelines for teaching/learning than
are available in current textbooks. On the other hand, he believes that Relevance
Theoretic assumptions about human communication together with some effects of
transfe from L1 provide the basis for a number of predictions about the types of L2
learners' errors in the use of "the." The author argues that data from previous research
(Trenkic, 2002) lend support to these predictions. In the study, the author also tries to
show that examples drawn from the data he has collected provide evidence for the
view that L2 learning is not influenced only by general pragmatic principles and
hypotheses about L2 based on transfer from L1, but that learners also devise and test

tacit hypotheses which are idiosyncratic to them.

In their study,Bott and Noveck2004)presented another pragmatic research
in the field of understanding utterances. The researchers initiate their study by this

simple example:

When Tarzan asks Jane "Do you like my friends?" and Jane answers "Some of
them," her underinformative reply impdites "Not all of them." (p.2)

The researchers explain that the "scalar inference" arises whenthdess
maximally informative utterance implies the denial of a more informative proposition.

According to them, default Inference accounts (e.g., Levink®83, 2000) argue that
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this inference is linked to lexical items (e.g., "some") and is generated automatically
and largely independently of context. Alternatively, the-aathors reveal that
Relevance theory (Sperber & Wilson, 1985/1995) treats suclemfes as contextual

and as arriving effortfully with deeper processing of utterances. Thauttwrs
compare these accounts in four experiments that employ a sentence verification
paradigm. They focus on underinformative sentences, such as "Some elegbkants

mammals," because these are false with a scalar inference and true without it.

Experiment 1 shows that participants are less accurate and take significantly
longer to answer correctly when instructions call for a "Some but not all”
interpretation rdter than a "Some and possibly all" interpretation. Experiment 2,
which modified the paradigm of Experiment 1 so that correct responses to both
interpretations resulted in the same overt response, reports results that confirm those
of the first ExperimentExperiment 3, which imposed no interpretations, reveals that
those who employed a "Some but not all" reading to the underinformative items took
longest to respond. Experiment 4 shows that the rate of scalar inferences increased as
permitted response timedd Through these results of the study, the researchers argue
against a Nedsricean acount and are in favor of RWhen we try to interprete the

understanding process.

De Neys & Schaeke(2005)also attempted pragmatic studiesthe scope of
RT. In their study they introduced a dual task methodology to test opposing
psychological processing predictions concerning the nature of implicatures in
pragmatictheories; the neGriceanve w and S aiewd Acdéddimg t&tfiem:
Al mplicatures routinely arise i n human C
utterances pragmatically and go beyond the
results of their expanent showed that participants made more logical and fewer
pragmatic interpretations under the burden of memorization load. Their findings

provide directsupport for the Rview.

Another study by Thomas and Cror{g007), investigates influences on the

sustainability of a computetin-schools project in South Africa, during the
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implementation phase thereof. In their article, the Computer Assisted Learning in
Schools (CALIS) Project (1992996) was the unit of analysis. A qualitative case
study researcliesign was used to elicit data, in the form of participant narratives,
from people who were involved in the regional management of the Project, as well as
teachers who implemented the Project in their classrooheselnarratives were then
analyzd from a pogmodern perspective The analysis revealed personal,
programmatic, physical and systemic influences on the Project. The authors believe
that these influences can be identified on all structural levels of the edusgsitem
Furthermore, metaphoric patterning across narratives was also analyzed in terms of
implicatures, postulated by Sperber and Wils¢h995 Relevance TheoryAnalysis

of the data provided evidence in support of Fullan's (2005) definition of sustainability
as a quality of dynamic, complex systems. The authors maintain that the resulting
ecological or viral growth is characteristic of complex systems, where further
development is indeterminate. Finally, suggestions were made regarding the possible
implications of these findings for the development of a framework for the sustainable

implementation of ICTenabled educational projects.

In a (2007) study Loukusa and seven other -aathas utilized RT to
investigate the ability of children with Asperger syndrome (AS) and-fugbtioning
autism (HFA) to use context when answering questions and when giving explanations
for their correct answers. Three greuparticipated in this study: younger AS/HFA
group (age P, n = 16), older AS/HFA group (age -12, n = 23) and a normally
functioning control group (age-9, n = 23). The results indicated that the younger
AS/HFA group did less well when answering comtedly demanding questions
compared to the control group, and the performance of the older AS/HFA group fell
in between the younger AS/HFA group and the control group. The researchers
concluded that both AS/HFA groups had difficulties explaining theirecoranswers,
suggesting that they are not always aware of how they have derived answers from the

context.

In addition, the authord_oukusa, Ryder, ah Leinonen(2008) presented a

research which explores, withimé framework of RT how children's ability to



answer questions and explain their answers develops between the ages of 3 and 9
years. Two hundred and ten normally developing Finsgaking chdren
participated in this study. The children were asked questions requiring processing of
inferential meanings and routines, and were asked to explain their correct answers to
elicit understanding about their awareness of how they had derived the afrewers

the context. The results indicated that the number of correct answers increased rapidly
between the ages of 3 years an8 fears. The coesearchers assert the fact that
familiarity of context had a significant effect on young children's abilitgriswer
guestions. They also concluded that becoming aware of the information used in
inferencing developed gradually over time between the ages of 3 and 9. Moreover, the
analysis of the children’s incorrect answers and explanations showed that, as children
develop, their unsophisticated answer strategies diminish and they increasingly utilize

context even in incorrect answers and explanations.

Moreover, in 2008,Ryder, Leinonen, and Schulz presented their stogy
which they aimed to develop both a cognitive approach to pragmatic language
assessment based on Relevance Theory and an assessment tool for identifying a group
of children with pragmatic laguage impairment from within a specific language
impairment group.The researchers believed thaagmatic language impairment in
children with specific language impairment has proved difficult to assess, and the
nature of their abilities to comprehend pragmatic meaning has not been fully

investigated.

Concerning the methods and procedures, Rydér#s ceauhors focused on
RT's view of the role of context in pragmatic language comprehension using questions
of increasing pragmatic complexity in different verbal contexts (scenarios with and
without pictures and a story with supporting pictures). Peeformances of the
children with and without pragmatic impairment on the most pragmatically demanding
Implicature questions were examined. Their study included 99 children: 27 with
specific language impairment (including nine pragmatically impairedrem)dand two
groups of typically developing children (32 children age@ $ears and 40 children

aged 711 years). The outcomes and results of the study assert that: the specific
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language impairment group performed similarly to their peers when utilizimigxt in

inferring referents, inferring semantic meaning, and generating Implicatures, only
when the answer was provided by pictorial context. Both the children with specific
language impairment and the65year olds were not yet competent at utilizingbad

context when answering the most pragmatically demanding questions (targeting
Implicature). On these questions the children with pragmatic language impairment
performed significantly poorer than the rest of the specific language impairment group
and peformance scores on Implicature questions were found to identify accurately the
children with pragmatic language impairment from the rest of the specific language

impairment group (sensitivity = 89%).

The researchers concluded thehildren's ability toinfer and integrate
information in the comprehension of pragmatic meaning was found to be influenced by
the available context. As children become more competent they are able to utilize
verbal context and integrate information. Children with specific laggumpairment,
and those wh pragmatic language impairmentere found to be developmentally
delayed at making inferences, but children with pragmatic language impairment had
particular difficulty in integrating contextual information. They also belichat their
research findings support the view that a cognitive approach to assessing pragmatic

comprehension deficits could provide clinicians with a useful tool.

Furthermore, in their (20093tudy, Bonnefon and his eauthors present a
number of reports and experiments concerning the use of RT when analyzing contexts.
In their studies they believe that accounts of the scalar inference from "s@uletX
"not all X-ed" are central to the debate between contemporary theories of
conversational pragmatics. An important contribution to this debate, they assert, is to
identify contexts that decrease the endorsement rate of the inference. They suggest that
the inference is endorsed less often in freatening contexts, i.e., when X implies a
loss of face for the listener. This claim is successfully tested in Experiment 1.
Experiment 2 rules out a possible confound between-tfaeatening contexts and
lower-bound contexts. Experiment 3 shows that whilst saying "sored"Xvhen one

knew for a fact that all »ed is always perceived as an underinformative utterance, it is
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also seen as a nice and polite thing to do when X threatens the face of the listener. Th
co-authors consider their findings from the perspective of Relevance Theory as well as

that of the Generalized Conversational Inference approach.

2.3Children Foreign Language Learning

As the focus of the study is concerned with g&xplanation of therocesses
children go through when learning a foreign language, it is essential to take an
overview of the theories and studies that attempted to explain the way children acquire
or learn a language in general, and a foreign language in partititenature has
shown that a clear understanding of how a child acquires his first language L1 may
reveal not only how L1 is learned but also his second and foreign langBagyel FL,
which will, in return, improve teaching methods that will lead to more effective
language learning skillsAnd because today, most linguistic scholars use ‘language
learning' and ‘language acquisition' ngangeably, (unless the study is specifically
addressing the contrast betweénh e t er m 61 angudhgfermaadui si t i o
non-constructive 'learning’)we will take into consideration and make use of some
theories that addressed child language acquisdi®rapplicable to child language

learning.

Numerous approaches have attempted to tackle the explanation of how a child
acquires a language, including his first and second/foreign language. One approach
proposes that the child possesses a unique capacity for language that the adult no
longer has. Aot her view argues that the chil doés
approach assumes that language acquisition is innately determined and depends on
some necessary neurological factors and unspecified minimum linguistic input during

a critical period of bria lateralization of language specialization. (Bah®@g6)
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2.3.1The Language Acquisition DevifeAD):

The | ogi cal problem of c¢child | anguage a
possi bl e?0 has been explained hymshgdsnnat
Universal Grammar (UGIChomsky (1981) simply observed that while a human baby
and a kitten are both capableinfluctive reasoningf they are exposed to the exact
same linguistic data, the human child will always acquire the ability to understand and
produce language, while the kitten will never acquire either ability. Chomsky labeled
whatever the relevant capacity the human hdschwthe cat lacks, as the "Language
Acquisition Device" (LAD). According to Chomskyds theory
processes the incoming input automatically and produces o@puo ms k y 6 s pr opos
asserts that a chil doés br aigsal piinsiplepofe pr ogr a
languageThe universal features that would result from these constraints arenevhat
called the Universal Grammar (UG) . Chomsky
principles, conditions and rules that are elements or properties of alhrhu
| anguageso (19765, p.29) . This progr am, i n

learn a language so quickly within four to five years from his birth.

I n hi s 1965 study, Chomsky shows hi s
performance, that is, how we uger linguistic competence in speech, production and
comprehensiolHe asserts that althoughintehdedto 6gener ¢
give an explicit, exhaustive account of the linguistic knowledge of the individual
however, it is not enough by itself prescribe how speech is produckl@ believes
that the human mind is able not only to acquire and store the mental lexicon and
grammar, but also to access that linguistic storehouse to speak and understand
language in real time. Chomsky (1965) expldimes:

No doubt a reasonable model of language use will
incorporate, as a basic component, the generative grammar
that expresses the speakee ar er 06 s knowl edge of t !
language; but this generative grammar does not, in itself,

prescribe the character or fitroning of a perceptual model or
a model of speech production (p.9).


http://en.wikipedia.org/wiki/Inductive_reasoning

Furthermore,because one of Chomsky's Universal Grammar suggestions
bases formal similarities among natural languagdsomskydeveloped his UG to
explain not only L1 acquisition dataut maintains, that it also applies to L2 learners
who achieve neamative fluency not attributable solely to input and interaction
Chomsky(1980)concedes that there exists a pragmatic competence, which he defines
as Aknowledge of nédre conappi omsi atha wmaead (|
knowledge, according to him, helps the L2 learner to learn and develop the second
language because he already posses the universal grammatical rules of use of all
languages. MoreovefZhomsky asserts that envinmental factors must be relatively
unimportant for language emergence, as so many different factors surround children
acquiring L1. Instead, Chomsky claims language learners posses innate principles
buil ding a o6l anguage ac g Acsording toimm,thesei ced (
principles enable | earners to construct a ¢
environment. Because, according to him, input alone cannot explain language

acquisition.

This assumption, that intuitive knowledge of native speakers is assumed to be
attained uniformly around the age of five, has been tested in several studies. For
instance,in a study by Crain and Nakayama (1987), thirty®5-yearold children
responded d requests by posing yes/no questions in response to prompts that
contained a relative clause. The study was used to see whether children would
produce incorrect question forms. The outcome was exactly as predicted: Children
never produced incorrect questi forms. Thus, a structiiedependent strategy was
not adopted in spite of its simplicity and in spite of the fact that its application would
yield a correct form for many sentences. The findings of this study, then, lend support
to one of the central @ms of Universal Grammar, that the initial state of the
language faculty contains structure dependence as an inherent property. Therefore,
Crain and Nakayama reported that children between the ages of three and five have

syntactic knowledge of structuregendency.

Crain and Thornton (1988) on t he ot her hand, support
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they posit it as a solution to the logical problems of language acquisition. The authors
outline the | ogical problem of acquisition:
the learner comes to know. As a solution to this problem, current linguistic theory
supposes that the constraints that characterize the final state also characterize the

initial state. That is, the constraints are not learned; rather they are innatefiedpe

as part of wuniversal grammaré" (p.27). The
of this observation is that innate features should appear in every natural language and

that children should conform to constraints early in the course of laaguag

development.

However, some scholars believe that although the UG theory is valuable in
explaining how a child attains fluency in his mother tongue (L1), it fails to explain
why child foreign language learners cannot attain fluency with his/hetmeiedge
of grammar and why his/her LAD does not work. For examgpbeprding to Jacobs
and Schumann (1992), there is "no neurobiological evidence to support the existence
of a distinct LAD or UG" (p. 286). They believed that the existence of a demain
specifc language acquisition device (LAD) incorporating UG principles and

parameters is not universally accepted.

In addition to the LAD another theory appeareid the linguistics and
language learning field, that alsdtempted to provide some explanationhofv a

child acquires a languagé is commonly known as therifical Period Hypothesis

(CPH).

2.3.2The Critical Period Hypothesi&CPH):

One of the longstanding debates in linguistics and language acquisition for
decades is the subject of th#H, which regards the acquisition of language fam

biological perspective. The CPstates that, the first few years of life (until puberty)



is the crucial time in which an individual can acquire a language fluently, if presented
with adequate stimuli. If la|puage 1 nput doesnoét occur
individual will never achieve a full command of langudgespecially grammatical

systems.

The CPHwas first proposed by the neurologist Wilder Penfield anduthor
Lamar Roberts in their (1959) pap&peech and Brain Mechanisni$e paper both
presented stem from L1 and brain damage studies which states that children who
suffer impairmentn the speech area of the cerebral cortex in the lefiore puberty
typically recover and redevelop normal ¢garage, whereas adults rarely recover fully,
and often do not regain verbal abilities beyond the point reached five months after
impairment (1959)According to Penfield and Roberts:

Comprehension of speech occurs after receiving auditory
impulses in both hemispheres and in the higher brain stem,
and during the interaction of impulses between the higher
brain stem and the left tempeparieteoccipital region.
Reading occurs after rdgag visual impulses in both
hemispheres and in the higher brain stem, and during the

interaction of impulses between the higher brain stem and the
left temporeparieteoccipital region (p.189).

And productive speech occurs when,
né f ol | owi nbgtweemtheehighercbtain stem and
the left hemisphere, impulses pass to both cortical motor areas

and thence to the final common pathway to those muscles
used in speech. .. ." (pp. 1201).

However, they assert that, by puberty, the left hemisphere in the brain, responsible for
language function, loses such plasticity, hence, the individual loses the ability to learn
and produce the language fluentAccording to them, It then becomes rigitked

and loses the ability for adaption and reorganization, rendering languadgagreng
difficult. Thus, both theorists agree that children have a neurological advantage in
learning languages, and that puberty correlates with a turning point ity.abliey

assert that language acquisition occurs primarily, and possibly exclusively, during
childhood.
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Il n addition, Penfieldbébs concept of the

represented in his theory. He believes that the communicative procksstés how
the neurological mechanisms make it possible for a speaker, who has a thought he
would like to share, to select symbols for his thought in appropriate words. These
words cause a listener to transform what he hears into his own thoughts,tiérich
become the basis of an overt action or become converted into another selection of
words. In the prologue to his and Roberts' b{i#69) Penfield observes:

It is an astonishingly complex process that any speaker sets in

motion. Consideration of it bigs us, at once, face to face

with the baffling problem of the nature of thhysical basis of

the mind.Without stopping for definition, let me say simply

that | begin with what is called a thought. A succession of

nerve impulses then flows out from msaim along the nerves

in such a pattern that the appropriate muscles contract, while

others relax, and | speak. An idea has found expression in

electrical energy, movement, vibrations in the air. The

boundary which separates philosophy from neurophysiology
and physics has been crossed!

When that sound reaches your ear drums it is converted again
into nerve impulses that are conducted along your auditory
nerves and into your brain. This stream of nerve impulses
results in a secondary mental proposition whiebembles,

but is far from being identical with, that of the speaker. It is a
new perception. Again that stran@eain-mind frontier has
been crossed crossed twice by each utterance (pg)3

Penfield and Robest@pproach was latepopularized by Ec Lennebergn
(1967), with his: Biological Foundations of Languagén his study,Lenneberg
supports Penfield and Robdfgoposal of neurological mechanisms responsible for
maturational change in language learning abilities. This, Lenneberg maintains,
coincides with brain lateralization and Hsfémispherical specialization for language
around age thirteen. Lenneberg asserts that
simultaneousl! vy, but by age thirteamw t he ce
become set, making language acquisition exély difficult. He argued that the onset
of language is marked by "a peculiar, languapgecific maturational schedulel'967,
p.131). Therefore,Lennebergasserts that there are maturational constraints on the

time a first language can be acquired. According to him, if language acquisition
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doesn't occur by puberty, some aspects of language can be learnt but full mastery

cannot be achieved. And he calledsthi vi ew t he 6Criti cal Peri od

Although Lenneberg (1967) directed most of his argumentation to primary
first language acquisition,owever, he made a brief reference to L2 and pointed to
learners' progress aselvas their shortcoming#ccording to Lenneberg (1967), for
adults learning an L2, they invoke the presence of a mental "matrix for language
skills". In other words, he believes that adults can easily learn to communicate in a
foreign language because the part responsible fgukages in the brain has already
been established during childhood. He asserts that this idea does not contradict with
his CPH because of the similarity of the fundamental aspects of different languages.
Thus, Lenneberg maintains that:
Most individuals ofaverage intelligence are able to
learn a second language after the beginning of their second
decade. . . . A persoran learn to communicate in a foreign
language at the age of forty. This does not trouble our basic
hypothesis on age limitations because ma&y assume that the
cerebral organization for language learning as such has taken
place during childhood, and since natural languages tend to

resemble one another in many fundamental aspects, the matrix
for language skills is present. (p. 176)

After the spread of the CPHstudies and its effect on L1 acquisition,
considerable interest have surrounded the age effects on second and foreign language
acquisition. There were numerous evidences that the theory has extended to explain a
critical period for secorltbreign language acquisition. For example, Penfield and
Roberts (1959) claim that children under nine can learn up to three languages. They
maintain that early exposure to different languages activates a reflex in the brain
allowing them to switch betwedanguages, without confusion or translation into L1.
Thus, stemming from the (CPH) ideas, there was a common notion among scholars
that children learn L2 easily, whilst older learners rarelyieehnativelike fluency.
Singletonand Lengye(1995), for &ample, states that in learning a second language,
'younger = better in the long run’, but points out that there are many exceptions,

noting that five percent of adult bilinguals master a second language even through
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they begin learning it when they are liveto adulthood- long after any critical

period has presumably come to a close.

On the other hand, some L2 researchers have shown that certain linguistic
aspects appear to be more affected by age than others. For example, Robertson
(2002), observed thafactors other than age may be even more significant in
successful second language leaving, such as personal motivation, anxiety, input and
output skills, settings and time contment. While Singleton & Lengye[1995) in
discus®on of the age dctorin second language acquisitiorgport that there is no
critical period for learning vocabulary in a second language. In addition, Oyama
(1976) maintains that adult secolashguage learners nearly always retain an
immediatelyidentifiable foreign accent,including some who display perfect

grammar.

Inspite of the initial favor of the CPHyther works have appeared in the
linguistic field that proposed a challenge to this biological approachol&s who
rejected the CPH found that foreign language learder pr obl ems can be
better by social and psychological factdfsashen (1975), for example, proposed a
behavioral approach that was based on thanedyzation of clinical data used as
evidence, and he concluded that cerebral specialization soecouch earlier than
Lenneberg calculated. Therefore, according to Krashen, if a CP exists, it does not
coincide with lateralization of the brain. Moreover, in their (1983) study, Krashen and
Terrell maintainthath The abi |l ity t o pidsdppearptpubartyg,guages

as some have c¢cl ai med, but i s stil/l with us

Another pioneer in théehavioral approacis Skinner (1957), who examines
verbal behavior, and asserted that languages are learned as any other behavior,
through condibning. He details how operant conditioning forms connections with the
environment through interaction, and applies the idea to language #&oquisi
Mowrer (1960), howevethypothesizes that languages are acquired through rewarded

imitation of ‘language wdels'. According to him, the model must have an emotional



link to the learner (e.g. parent, caretaker), as he asserts that imitation brings pleasant
feelings which functions as positive reinforcement. Because, according to Mowrer,

new connections betwedrehavior and the environment are formed and reformed
throughout life, it is possible to gain new skills, including languages, at anyage.

the other hand, Chun (198@,researcher in the factors affecting second language
acquisition, supports this beharist view. He believes that there is no scientific

evidence that proves that language learning, and second language learning
specifically, decreases by age. Chun stres:s

for the hypothesis of a general decreaseiL 2 | ear ning ability with

Problems howeverhave surfaced regarding this behavioral approach. One of
the main problems is its assumption that all learning, verbal and/erdal occurs
through the same processes. Pinker (1995) notes thate general problem to this
approach is his belief that almost any sentence anybody voices is an original
combination of words never previously uttered, therefore a language cannot consist
only of word combinations learned through repetition and comilitgy He asserts
that the brain must contain innate means of creating endless amounts of grammatical
sentences from a limited vocabulary. This is precisely what Chomsky (1965) argues

with his proposition of a Universal Grammar (UG), as mentioned earlier.

On the other hand, an interactionist approach appeared in the linguistic field,
which was reluctant to ascribe specific innate linguistic abilities to children. This
approach was based on Piaget's (1926) idea where he considers the brain a
homogeneous coputational system, with language acquisition being one part of
general learning. He agrees this development beynnate, but claims there is no
specific language acquisition module in the brain. Instead, Piaget suggests that
external influences and sotiateraction trigger language acquisition. According to
him, cognitive development and language acquisition arddifg active processes
that constantly update and recognize schemata. He assumes language acquisition is
part of this complex cognitive delopment, which processes and patterns change
systematically with age, and that these developmental phases are the basis for an

optimal period for language acquisition in childhood.
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Although the CPH has been criticized by a number of scholars who adopted
alternative approaches based on their concerns about the original evidence the
hypothesis was based on, the CPH remained a viable hypothesis, which later studies
have better explained and substantiated. For example, in support ¢CHi¢)
approach, recergtudiesproposed by ThompsadrSchill et al. (2009), and Ramscar &
Gitcho (2@7), suggesthat if a critical period does exist, it may be due, at least
partially, to the delayed development of the ppefal cortex in human children.
These researchers maintdéinat delayed development of the prefrontal cortex and an
accompanying delay in the development of cognitive control may facilitate
convention learning, allowing young children to learn language far more easily than

cognitively mature adults and older children.

I n a further research that attempted to
LAD theory (1981), and Penfield (1953) an
Hypothesis in relation to EFL studies, the Korean LingutsipWoong Ahn,who
attemptedo see whether there are any important mistakes in applying the LAD and
CPH theories in EFL situations. He also attempted to see what are the factors that
confuse many scholars and language peti@kers in these EFL situations | n Ahnd s
proposal, in the EFL situations, he assert

and language, attainment of fluency wasnadasc c e s sf ul 1892, pex pect ed. ¢

Regar di ng c¢ hi |EBLossuatianc Aho (1392) states ttherens

no report of successful acquisition of natlike proficiency. He asserts that a child in

an EFL situation speaks English by consciously applying the grammar. His/her
speaking i s neither spontaneous nor aut on
conditions that are essential to attain proficiency in the target language are not

satisfied in this situation. Although the LAD is supposed to be already existing in the

| earner s mi nd, there is no actual el anguag
minimum language needs in this situation especially if all the needs of the learner are

satisfied in his/her first language. Language needs; such as, motivation, empathy,
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understanding, specializing with peer group, ego boundaries, passing tests and
curiosity for the unknown are all important factors which critically affects language
acquisition in Ahndés point of Vi ew. The r ¢
causes loss of language as young children, under the age of five, usually lose their

first or second language when they move to another country where the language is not

heard or spoken. To support his view, Ahn mentions the example of Korean

i mmi grantsdé children and how they A fail t
there is Korean inpuby their parent at home because there are no language needs to

satisfy their physical or psychol ogical nee

Ahn (1992)thusconcludes that:

1. The three conditions essential for attaining proficiency in L1 or second/foreign
language situationa r e : 1) the LAD (Chomskyds Languadg
language input; which is the data on which the LAD responds to and consequently

forms the grammar of the language, and 3) language needs.

A

2 . Ahn supports Kr ashen Haanddbeligvesrthhatethel 6 s r e
deficiency of one of the previous elements is the main cause of failure for attaining
proficiency in the EFL situation, not because of the disappearance of the LAD after

puberty or the critical period hypothesis.

3. Starting earlyto teach English in the EFL situation will not produce fluent

speakers as it does in ESL situations, unless the three conditions are met.

4 . Ahn agrees with Seliger (1978) and E
Hypot hesis who stupteei bhaty <tchiladnamndms ng t

intonation is recognized, but achieving syntax has no correlation with the age. (p. 5).

Some researchers have also attempted to explain the difference between child
and adult language acquisition in terms dfedent cogitive modules and theories.
Park(1995)asserts the fact that child language acquisition of L1 and L2 is explained
by the theory of parametsetting in languagspecific cognition which mainly

consists of knowledge of UG and language learmmgi nci pl e s. He bel i ev
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resolves the logical problem, and language learning principles take charge of the
devel opment al probl em of child | anguage ac
Park also proposes h@ompensation Modelyhich, accordig to him, was stimulated

by The Competition Mod€Felix, 1985) and’he Fundamental Difference Hypothesis
(Bley-Vroman, 1989). Park believes that unlitee Competition Modehis model

asserts that UG is not accessible in adult language acquisitior) atidresses the

logical problem of language acquisition. He also asserts that in his proposed model,
language learning strategies take charge of the developmental problem of adult
language acquisition unlik&he Fundamental Hypothesishere general problem

solving systems take charge.

In his conclusion, Park stresses on the need to develop a unified theory of L2
acquisition in order for the domain of L2 acquisition to be considered a mature
science. He also maintains that even thougiCbimpensation Modienay prove to be
wr ong and remains t o be veri fied, At w
understanding of L2 acquisition phenomena from childhood to adulthood and to the

devel opment of a wunified theory of L2 acqui

Overall, the pevious section was a general overviewsoime theories that
addressed child language acquisifidheories such aghe Language Aqcuisition
Device, The Critical Period Hypothesis, the Behaviourist approach, and the
Interactionist approachlhese theorieattempted to expla how a child acquires a
language, including his first and sometimes, hissecond/foreign language. One
approach proposes that the child possesses a unique capacity for language that the
adult no loger has, while another approaalsunes that language acquisition is
innately determined and depends on some necessary neuroldgotais and
linguistic input during a critical peod of brain lateralization Another approach
argues that the c hithadthesaduit'swhile anothesuggessr e f | e x
that external influences and social interactioa the main factors thatgger language
acquisition In the coming section we will look at some field studies that attempted

research and explain children's foreign language ileguin particular.



24Fi el d Studies in Childrends For

Research done by the International Association for the Evaluation of
Educational Achievement on teaching English as a Foreign Language in ten countries
and teaching French as a foreign language in eight countries, provided no clear
evidence that there is1@ special advantage in starting the study of a foreign language
very early other than the fact that this may provide the student more time to attain a

desired performance level at a given age (Stern, 1978).

A British project on primary French wagerformed through a longitudinal
study between 1964 and 1974 with the cooperation of the Department of Education
and Science of England and Wales, the National Foundation for Educational
Research, the Nuffield Foundation and the schools Council. The ressaveée
very doubtful of the advantages of early teaching. They found that the early starters
were not overwhelmingly better than the later starters. The researchers said that if
there was any advantage at all for the early start, it was only that itsaffmse time

for second language learning (Stern, 1978).

However, more recent researches have stressed on the significant advantages
of an early start in the EFL situation. For example, a 1994 study investigated foreign
language instruction in the elementary schools (FLES) in Austin, Texas in the United
States.The coauthors of the study, Moore and Ramsay (1995), shed light on the
scarcity of research topics relating to foreign language education at the elementary
school l evel. They hold that ARa review of
indeed providemple evidence that the bulk of research continues to focus on foreign
language education at the secondary and college levels. Nevertheless, leaders in the

field do recognize the need for longer contact hours, and do recommend that foreign
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language instruci on begin at the el ementary school
their view by quoting (Met & Rhodes, p.438) in the National Priorities Conference
hosted by ACTFL in 1989, which stated that
work actively to ircrease the number of higjuality, carefully designed elementary

school foreign language programs based on a strong administrative, parental and

community support.o (p. 3)

James and Hull (2007however performed a study where its purpose was to
examne the shorterm effects of a twavay bilingual education program on the
literacy developments of students from Kindergarten t8 dgtade as an extended
Foreign Language (EFL) program. The community and groups of children were
compared in terms of themcademic achievement in English language arts. The
Urban Landscapes included students from-iogome communities and with limited
English proficiency (LEP) or lacking basic skills as well as students who were not
LEP. One group of students was instrudate&nglish approximately 70 % of the time
and in Spanish approximately 30 % of the time. The academic performance of these
students was compared with that of a group of students who attended schools in other
areasAfter this academic intervention that fad one year, research results show that
young students in the EFL program make adequate academic progress, confirming the
usefulness of communication and representation of space and place. The researchers
further recommend that educators need to increthsgsknowledge of the effects of
instructional programs on the language acquisition of LEP students in order to

i mprove the studentsdé academic devel opment .

Yi and Kellogg(2006), on their partstudied three Korean primary children
and their EngBh diaries in order to search further into the nature of language and
language awareness. By studying the development of reported speech as direct and
then indirect recorded speech in childreno:
consciously acknoledge and incorporate utterances by others. The finding of their
research was that children do indeed achieve higher cognitive ground, but this
resulting cognitive complexity is only realized when it once more becomes a concrete

utterance in context.



Therefore, for a child, the development of a foreign language can occur in
different ways. For example, a child may be exposed, from birth, to two languages at
the same time; or a high school student might take a foreign language elective
(Moffett, 1968). If we want to talk specifically about children who learn a language

other than English at home then begin to learn English when they enter sginsiol

|l i ke the sitwuation in our country, dependi

may be placed ian English speaking classrooms, or in an EFL classroom.

According to other linguistic researches in the foreign language acquisition
field, children learning EFL acquire conversational skills (in about 2 years) before the
abstract language required iclassroom is fully developed (in 5 to 7 years) (Dunn, O.
1994). He also asserts that these children still learn language best through exposure and

experiences.

Faltis and Sarah (1998haintain that EFL children, in general, enter school
with proficieng in their native languages, which they then use as natural foundations
for learning English. In addition, Freeman, Yvonne, and David (1998) believe that the
process of acquiring English as a foreign or second language is gradual and follows a
pattern of @velopment similar to first language acquisition. For example, simple
sentences are produced before complex ones. They also believe that children make

errors in English that reflect the linguistic rules of their first language.

Furthermore many linguisic researchers, such aShosn (1998 Morgan&

Rinvolucri (1983), Smallwood(1988 and Klippel (1984), have

|l iterature can play a major rol ementn stude

Their studies illustrated the role ofhi | dr ends | iterature in
attitudes towat learning the foreign languagé€he linguistic researchers emphasized
how literature can be a model of culture, presenting linguistic benefits for language
learners, teaching communicati@nd being a motivator in language learning. Klippel
(1984, states that for learners who are studying English in aBErgiishspeaking
setting, it is very important to experience real communicative situations in order to

achieve better fluency. According him, since foreign language teaching should help

7€
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students achieve some kind of communicative skill in the foreign language, all
situations in which real communication occurs naturally have to be taken advantage of

and many more suitable ones have toche eat e d. KI'i ppel asserts
textbook exercisek however necessary and useful they may be focpremunicative

grammar practice do not as a rule forge a link between the learners and the foreign
language in such a way that the learneenidy with it (p.5). He stresses the need of

meanngful activities which improveerformance and generates interest. Stelgted

activities is one of the meaningful activities he suggests as a step towards this

identification.

Morgan& Rinvolucri (1983), however, maintain h a t , Ansince first
work with stories, we have come to realize something of the extent to which narrative
underlies our conversational encounters with others, and of the deep need that people
have to tell and exchangtories. We have also learned something about the ways in
which storytelling can take place in the foreign language classrooni p . 8 ) . I n tF
study, Morgan & Rinvolucri showhow i ncl usi on of chil dreno
ESL/EFL classroom can promote appiation and enjoyment of literature, enhance the
development of language skills, stimulate more advanced learning, and promote

studentds personal gr owt h.

Other researchers in ghfield of language acquisitiomcluding [Cullinan

(1977), Huck (1968), Bash & Booth (1990), Anderson (1972), Coody (1973)] believe

t hat applying childrends | iterature in the
beneficial but rather necessary for the language learning process. They all assure that
using children storiesin the EFL/ESL classrooms contributes to achieving
communicative fluency and better understanding. Coody, (1973), for example, asserts

t hat AThere is a great deal o f evidence t
largely on the kinds of experiencegwliterature that take place during the preschool

years, at home, and during the first few ye
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Newman (1997) emphasizes that Englistsa-foreign language (EFL)
teachers should not reject traditional methods of imparting knowlédgerding to
the author, methods such as storytelling, repetition through memorizing, chanting, and
logical analysis should all have a place in EFL instruction alongside contemporary
approaches. Newman believes that each child has a different mind anceddeebe
taught appropriately. Whole brain teaching, integrating language skills and balance
bet ween creativity and rote | earning, ar e

view.

Ghosn (1998)presents four arguments in favor of integrating literainte
English as a foreign language (EFL) classes for grade school children. He focuses
particularly on cases where academic language proficientlge ultimate goal of
instruction but where English exposure and use is limited to the classroom and school.
The first argument Ghosn presents is that authentic literature provides a motivating,
meaningful context for language learning, and it presents natural language at its
finest, promoting vocabulary development in context. In his second reason, Ghosn
argueghat literature stimulates oral language use and involves the child with the text
while exposing him or her to some aspect of the target language culture. Moreover,
Ghosn asserts in his third argument that literature can promote academic literacy and
critical thinking skills, and has the potential of fostering private interpersonal and
intercultural attitudes. And finally, in his fourth argument, Ghosn stresses that good
literature can also contribute to the emotional development of the child because it
deals with some aspects of the human condition and attempts to come to some

understanding of life, either symbolically or metaphorically.

Smallwoal (1988) stresses the fact that despite a common assumption to the
contrary, t her e e xappeoprigte for HimiteddEnglishoficient t er at u
students, from the age of13! in particular. These stotyooks, she believes, agree
with the uniqgue needs and characteristics of the target population. She also
recommends that the chosen literatuas lageappopriate theme; simple language;

limited use of metaphor and unfamiliar experiences; use of rhyme; unambiguous plot;
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realistic but simple dialogue; potential for reading aloud; brevity; good illustrations

and familiar themes, like fairy tales.

Furthermoe, Smallwood (1998asserts her belief that because of the unique
characteristics of childrendés Iliterature,
illustrations, captivating and quickly moving plots, and universal themes, carefully
chosen books can offeeducational benefits not only for elementary ESL/EFL
students, but also for adult language learners. She also stresses that from its strong
foundation as a way to develop l|iteracy ir
has recently become incorpagdtinto family literacy programs, in which parents

learn to read in order to transmit literagtterns to their children

In addition, Smallwood (2002) mentions that the incorporation of-agsl
languageappropriate thematic literature into the earlyildhood curriculum can
stimulate contenbased academic learning for English Language Learners (ELLS) in
general. Smallwood also assures that this systematic approach is particularly
beneficial to young ELLs ages 3 through 8, because it provides backigroun
knowledge and cultural information along with opportunities to hear, speak and
interact with carefully crafted language in thematic and story contexts, (2002). She
believes that the systematic approach also develops literacy in an engaging and
playful context. For example, a wethosen picture book can provide a meaningful
focus for developing reading skills such as vocabulary and comprehension, as well as
an awareness of sounds and soleattér relationships. Smallwood conclude her study
by suggesting aligest that provides early childhood educators with book selection
criteria, literaturebased teaching strategies, and curricular topics appropriate for use

with ELLs in early childhood settings.

Hui-Li Lin (2003) discusses feasible curriculum signs and principles of
using English c¢childrends picture books whe
language under the framework of the Niyear Joint Curricula Plan for Elementary

and Junior High Schools in China. He believes that picture boaksder readers



with an ample amount of contextual information, which, according to him, has been
proved to be helpful for learning/acquiring languages. Lin suggests two different
curriculum designs; picture books as the main teaching material, or, asf phet o
supplementary teaching materials, with examples showing how to incorporate the
usage of picture books in the suggested plan. He also suggested that, when English
picture books are used, (1) portfolio assessment be adopted; (2) alikeasystem

be organized; (3) books appropriate to the cognitive abilities and English proficiency
of the students be selected; (4) multiple intelligences be well integrated in classroom
instruction; and (5) internet resources be wisely used and a domestic pictire boo

teaching resourceeb site be constructedh.7)

Another study that is worth noting is the study concketby Liaw (2003) on
an elementary EFL classroom in Taiwan. Beside a nummbfndings the researcher
hasreached in his study, he found thdiem the children were instructed to ss#{ect

storybooks to read in English independently, the number of students who performed

at the fAexcellentod | evel dropped from (57 %)
books that the children picked outtead f or t he assessment, Li
decline in the scores might have due to cb

were challengin@e.208) . tidmredboreadaccording
interpreting the decline as a lack of impre me nt in t he chil dre
proficiency, one might see it as a reflect
to read more difficult texté even when t he)
that the children, after being instructed in the apph where reading was also for fun

and enjoyment, had become lessgraden s ci ous. 0 (p. 29)

In addition, a study presented by H€lhih (2008), investigated the value of
integrating English picture stotyooks in the EFL curriculum in Taiwan. The
participating teachers in the study perceived themselves as a mediator whose job was
not to transmit the meaning of the book to the students, but to encourage participation
and interaction. The results suggested thuigaificant educational values perceived
by the teachers: (1) linguistic value, (2) the value of the story, and (3) the value of the

picture.
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Paran(2006) intendgo provide practical examples of innovative approaches
that have been successfully tried in language learning, related in particular to teaching
and learning English in second and foreign language contexts. In it he illustrates the
strong relationship beteen | it erature and | anguage | ear
valuable adviced on adding I|iterature to |
learning English can be a pleasurable experience if some degree of literature is used to
flavour the processlhe author also provides practitioners ways and examples of how

to integrate literature into ESL/EFL classes.

After taking the previous overviewnto considerationwhich focused orthe
field studies that aimed at researching and explaining the walaldren acquireor
learna foreign languageandthe studiesthat illustrated thesignificant rolec hi | dr en 6 s
literature play in developing more positive attitudes todalearning the foreign
languagewe will move on to a more specific domain that redatsely to the scope
of this study. In the next section, the researcher will pointaoaumber of studse
which attempted to apply the Relevance Theory to child language leaAsrgpme
linguistic researchers found the theory to be a beneficial toainderstanding the

processes the child goes through when trying to learn or acquire a foreign language.

2.5 Application of the RT to Child Language Learning

As mentioned earlier, the Relevance Theory has been widely accepted as a
solid ground for avariety of pragmatic researchest to mention the child language
learning field,which will be the focus of this research. Researchers believed the theory
to be a very valuable asset in the field of pragmatic studies for its innovative and

ingenious apmach in analyzing human communication and understanding.
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Basing his child language acquisition and learning studies orfRétevance
Theory, Bishop (1997), believes that factors important to consider are the
understanding of the semantics of the propasjt the world knowledge and
experience available to the child. Bishop asserts that an ability to constrain this
knowledge whilst using the available context is necessary to comprehend pragmatic

meaning

Ryder & Leinonen (2001), alsbased tkir studieson the RT. Thewssert that
children possess that mental ability to analyze context and understand a newly
introduced language through inferenfabcessing. They maintain thétf r om a ver vy
early age children are able to infer meanings by combiningnrgton to work out
meanings. This becomes more sophisticated with their developing ability to go beyond
the immediate context and make connectionsenttbasi s of subtl e cl ue
also maintain that one posadndwkera questidnlisuence
the cognitive processing demands placed on the child by the question. They assert that,
in the comprehension of questions, input such as pictorial information, and/or verbal
information are integrated with world knowledge and expeeto infer meaning.
Blakemore(1992), on the other handenotes that the number of inferences necessary

for an interpretation may have an effect ondhle i bbdity ® answer questions.

In their case study in the comprehension of inferential megahieinonen and
Letts (1997) found out that the ability of six and eight year old children to answer
guestions was connected with their increasing competence in understanding pragmatic
meanings. Parnell and Amerman (198B),their study where they focusnothe
research and application of answers to WH questass, suggest that it is ultimately
the pragmatic or functional requirements of questions which have a strong bearing on
the appropriacyof answers. Moreover, in examining comprehension problems in
children with specific language impairment, Bishop and Adams (1992) found that
guestions defined as descriptive or literal appear to pose fewer problems for children
than inferential questionQuestions requiring the children to describe something in a
picture, elicited more correct answers than those requiring the children to go beyond

the picture to the context and/or their world knowledge.
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On the other hand, Fost@&ohen(1994)is another linguist who attempted to
study child foreign language learning/acquisition from R¥epoint of view. Foster
Cohen evaluates a set of predictions based on Reinhart's (1986) Theory of Relevance
against published results of tests of Binding Tlgedrhe researcher believes that
Relevance Theory provides a means of understanding constraints on testing syntactic
knowledge. He also suggests that pragmatic factors must be systematically controlled

in any evaluation of the syntactic knowledge of thédchi

Other linguists, such as, Levinson (1987), have also attempted to apply RT in
their child language learning and acquisition studies and foundvierg reliable
resource in explaining the development of the language learning process, and how
understanding is achieved while communicatidg.cording to Levinson's default
account, one might expect that Sls (Scalar Implicatures, a term used in relevance
theory to refer toa concluded assumption that is derived solely via processes of
pragmatic inferengeare generated automatically, without effort; and when participants
interpret a scalar term without an SlI, they must have generated the Sl by default and
then cancelled, rather than not generated it at all. Moreover, on this default account,
Levinson believes that Sls might appear early on in the course of child language
development. According to a RT account, this cost is balanced by the gains in terms of

informativeness.

26REVI EW OF SPERBERT& WILSONOGS

The following sectionattempts to provide a comprehensnsiew of the
Rel evance Theory by thé wmacticed implicationsrof thelRdfer ai m,
pragmatics in fields, such as, comprehension, cognitt@mmunicationand input.
The different publications Sperber and Wilson have produced in relaticheio

theory, and the different views scholars have regarding the plausibility of the theory



in linguistic research, including critiques and supporters of the thedalso be
discussed Moreover special emphasiwiill be placedon the comprehension gt®

suggestd by the theorists.

S&W (1986 (1995) present their original idea, which is to introduce a new
approach to the study of human communi cat.
general view of human cognitionfheir fundamental idea, that communicated
information comes wit a guarantee of relevance, they fitatledit the principle of
relevanceand thenthey calledit the Second,or Communicative Principle of
RelevanceThey argue that this principle of relevance @ssential to explaining
human communication, and show how it is enough on its own to account for the
interaction of linguistic meaning and contextual factors in uttanterpretation
(1995, p.vi).

In order to know how the original book (1986) @ambout, there comes a
need to trace the works and publications of both authors and go back a little in history.
Accordimg to Blakemore (2002pperber and Wilson regard their book as a result of
their different interests in the study of contextual factorgerbal communicatiod
in Wilson's case, an interest which began with her work on presuppositions (Wilson

1975), and in Sperber's, an interest in rhetoric and symbolism (Sperber 1975).

In 1975, Deirdre Wilsona professor of Linguistics at the UnivigysCollege
in London, published: Presuppositions and Nefruth-Conditional Semanti¢csand
also in the yea1975)Dan Sperbera director de Recherche at the CNRS and CREA
in the Ecole Polytechnique in Parg,u bl i s hed himents e reetoigne 6 Ru d
c 0 g ni(19v5b)eaGsequel to hiRethinking Symbolisn{1975a) In these works,
they were both turning to pragmatiesthe study of contextual factors in verbal
communication but from different perspectives: Deirdre Wilson was showing how a
number ofapparently semantic problems could be better solved at a pragmatic level,
Dan Sperber was arguing for a view of figures of speech rooted in pragmatics. After a
few months, the two authors joined together ang tieeauthored a joint essayhich

aimed at Bowing their shared point of views about the continuities and
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discontinuities between semantics, pragmatics and rhetoric. However, their project
extended from months into years and the joint essay turned into a series of papers,

which turned into their cauthoredRelevancéook (1986).

Sperber andWilson first published theirRelevance Communication and
Cognition in 1986 The Second Edition of the bookublished in 1995 (after nine
years of the first editionreserves the text of the original, except for the correction of
typographical errors, removal of obvious mistakes and inconsistencies, updating of
existing references, and addition of a few explanatory notes. However, in the Second
Edition, they addda new Postface, where they sketch the main developments in the
theory since the First Edition was published 1986 discuss the more serious
criticisms of the theoryand argue for some revisions both of formulation and of

substance.

Furthermorefollowing their (1986)edition of their book, Sperber and Wilson
published a number of papers discussing their linguistic view and answering questions
other scholars had regarding their theory. To mention a few of their shared
publications: 6 Pr e c iRe | eovf a(h987g &Rhetoric and relevance(1990)
Relevance, Communication and Cognitiddecond Edition. (1995%odor's frame
problem and relevance theory: A reply to Chiappe & KuKl96), The mapping
between the mental and the public lexic998a)Jrony and relevance: A reply
to Seto, Hamamoto and Yamanaéh®98b), andPragmatics(2002).

In addition to their shared publications, both authors produced individual
papers and studies addressing the theory and related linguistic subjects. ,Sperber
instance, had a number of publications, to name a fRethinking Symbolism
(1975a) , ORudi ment s de rhetorique cogni ti
under standi ngé, (1994a), and O06The Modul ar.
repr es e n1994b)i Wilsos, 6on the other hand, published a number of
significant papers relating to their Relevance theory as well, sudtresjppositions

and NonTruth-Conditional Semantics(1975), Relevance and understanding



(1994a), 0 Tr urt énl, e vcaonhceer 6e nReleia®adnbdl Lexi@ain d 0
Pragmatics 6 (2004) .

2.7Reactionst®o per ber &elavantetheornyé s R

After the publication oRelevanceCommunication and Cognitioim (1986),
the theory had attracted waves of intense and exdl@gite in many fields of study,
and a substantial body of work evaluating the basic ideas of relevance theory
appeared in the literatur&ome d the major works that discussed the thewmsre:
Presumptionsof relevancé by Sperber and Wilson (1987and some pragmatic
books discussingand explainingthe theory like Blakemore (1992); Sinclair and
Winckler (199). Furthermore, expository articles designed for -spacialist
audiences also appeared in the researchsfieldelevancefor example; Gt (1986);
Carston (1988); Kempson (1988 evinson (1989)Leech and Thomas (199®mith
and Wilson (199). In addition, the publication of major reviews, to mention a few;
Fowler (1989); Hirst (1989); Levinson (1989); Travis (1990); and Walker (1989), not
to mention a multiple review dRelevancehat appeared ifhe Behavioral and Brain

Science$10.4, 1987), which many reviews of the theory appeared within.

Many commentatorhowever have raised a wide variety of objections to the
theory and several letiyy critiques and discussioagppeared, such as, Berg (1991)
Garnham and Perner 9Q20); Mey (1993); Martin (1992)Swales(1990); Gazdar
(1979, and Gazdar and Good 482). For instance, Gdar (1979)was considered
one of the scholars who rejected any view that claims that pragmatic principles can
contribute to explicit content as well as implicatures, including the relevance theory
view. Gazdar imported into pragmatics a formal picture of semamtiish conflated
linguistic semantics with trutbonditional semantics. He defined pragmatics as
O6meaning minus truth conditions©é. On his
Opesstmanti cod, and s houl dconditional domamt aigwd e 6 i nt ¢

which relevance theorists have consistently reje@earber and Wilson asserted that
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although both terms are distinguishable, they are still connected when it comes to
pragmatic processes and understanding of meanirfigelevancg€1995, (chapter 4)

the authors distinguished between linguistic semantics (the semantics of -natural
language sentences) and trgtinditional semantics (the semantics of conceptual
representations). On this approach, they b
contribute to explicit trutkc ondi t i onal content do not O i
semantics: they act on the output of linguistic semantics, enriching incomplete logical
forms into fully propositional forms which
(19%, p.258).

Mey (1993),however, claimghat linguistic/psychological theories, such as
the relevance theory, are unrealistic in nature and do not address utterance
understanding in the way that happens in everyday situations. The atghed that
a theoy which treats utterance nt er pr et at i o discanmectett rams way |
everydaycommunication and its problems andé that the mindless automaton is
an inappropriate analogy when one is trying to explain vpeaple do when they
communicaté (p.82) According to him, pople aresocial beings' who interact in
fipre-existing [socially determined¢onditionsé wh i Mierdéess automatons are
noto (Mey 1993:82)

Another criticism of Relevance Theory is that it is not sufficiently explicit
about purposeAccording toMartin (1992 , elevancé only becomes meaningful if
we can decide on the answer Heafuthet dresseguest i o
that: iWe have to locate this principle of communication in social space as part of a
genre whichreflects purposeful human activityp.78).

Another studycompares two models of information processingierSer
& Wi | s Retevance Theory (1986), and Fodor's theory of Modularity (1988)s
paper, Luchjenbroers (1998jiticizes anddisputes S&W's gument that 'deduction’
is a key process in the Central System processing (or, What Fodor calls-it: non

demonstrative inferencing), and that any assumption that-deoronstrative
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inferences cannot contain a deduction as one of its subparts is unwarfemsed.
view, Luchjenbroers explagnis in contrast to Fodor's argument where he maintains
t hat t he ndhdmarestofatdrnwen i nferencingé and t

formation and confirmation is unknown and scarcely understood.

Luchjenbroersstarts his paper by explaining how S&W's (1986) model is
clearly based on Fodor's (1983) 'Modularity' thestisich claims that wthin the
apparently seamless, united body of the human mind there actually exist a number of
discrete, relatively autonomousgnitive units each dedicated to dealing with a
smaller, specific task, and each of which ultimately contributes to the intelligent
behaviour of the completmrganismF odor 6 s t h e sLuchjenbreecsismr di ng t
turn built on Gall's (1758.828) theory that the mind is organized into vertical
facilities and that information processing in the mind occurs within domain specific
facul ties, or o fiméoehatiorally ' encapsulatédc heurotogioally
hardwired, ad innately specified(Fodor, 1983:119).

Furthermore, the writer sheds light on Fodor's claims that it is feasible to
assume the existence of some stgrelinate cognitive system which Fodor claims are
responsible for integrating the information takennfrovarious input systems with
'schematic info' that exists in the memory in order to form hypotheses. Fodor further
suggests that the hypotheses that have been formed go through a hypothesis
confirmation stage, in which a subsequent mental process takes miaich he
referred to as the Hypothesis Testing Device (HTD). Fodor claims that the HTD is an
essential step in information processing because it is responsible for comparing newly
formed hypotheses with existing assumptions about the world to eitiméirnco

contradict or modify the already existing assumptions in memory.

Luchjenbroer explains that S&W propose the same process in their model, and
they refer to it as the deductive device, a device, which they claim, would provide the
hearer with the mans to automatically compute the effects of adding a new

proposition to an already existing set of assumptions. The researcher further illustrates

88



how S&W agree with Fodor's view and call these stgdmate cognitive systems

the 'Central System’, whichey believe to be 'nedemonstrative’ in functioning,

The author maintasthat S&W define comprehension in ‘truth conditional’
terms, as they hold that the proposition generated in the Central System is derived
from the utterance plus the relevant cahtenvhich presents the conclusion. The
author further explains how it is that in order to clarify the natures of the seperate
cognitive levels, S&W distinguish between ‘local' and ‘'global' comprehension
processes. According to the author, these two lexegsesent different types of
i nformati on i nterpretation pr oc eidnupruetsa: t h
processing, accordingly. He adds that S&V
comprehension as a process of deductive reasoning from fixed pseandeadheres
to for mal |l ogic principles, whereas 'gl ob
empirical scientific reasoning that utilizes all available knowledge, taken from a vast
context derived from the various sources of input information (such iasaly
auditory, linguistic, others) along with conceptual information in memory, which all
contribute to the derivation of the assumptions or concluded premises. However,
Luchjenbroers explains how S&W maintain that in order to face the difficulty that
ai ses by extracting the 6local é premise fr

criterion of relevance as a possible solution.

The author extends in explaining S&W's distinction between the HTD, where
the hypothesis confirmation takes place, and theti@k System, where hypathis
formation takes place. According to the author, S&Wbue that hypothesis
confirmation could be called a o6élocal 06, d e
specific premises, which then leads to a necessary conclusion témas sn a
semantic relation to the premises. On the other hand, S&W believe that the process of
hypothesis formation is clearfiglobalh where premises are chosen from an array of

possible contexts relevant to the hearer.
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The writer aserts that although S&W'approach is fundamentally based on
Fodor's (1983) modularity thesis, it varies from it in their claim that the key process
involved in the inferencing process is the formation of assumptions by deduction '
(1986:83). According to the author, Fodor argukdt the processes of hypothesis
formation and confirmation are scarcely understood and that 'nobody begins to
understand how such factors have these effects, (Fodor 1983: 128). However the
author explains that S&W proposed an answer to this problem tyaimang that the
processes of hypothesis formation and conformation occur at differing levels of
computation within the mind; both of which operate according to deductive rules.
According toLuchjenbroersS & W j ust i fy their prsotpeonsd tiimn
the process of hypothesis confirmation by asserting that it presents a purely logical

process governed by inference rules, because it would guarantee the accuracy of the
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premises, enable economy of storage in memory and expose inconess{en@ as
contradictions) (8). Fodor maintains that S&W believe that the model they
presenteavill offer the guarantees of a local deductive system, veiled in terms of a

global system. (p.7).

Luchjenbroerghus criticizs S & Wsdpoint of view. Hestatesthat the main
definitional problem in S&W's model is that global processes are not deductive in
natur e, in contrast to S&WO6s belief. The a
although S&W maintain that, during comprehension tasks, inferencing pescess
other than deductive ones are at work, they do not present any stage or rules other
than deductive, elimination rules. The aut
order to face the one difficulty that arises during information processing, whioh is t
extract the local premise from a global context, they argue that this is possible by
virtue of the <criterion of Relevance. Howe
means a straigkforward or totally reliable identification by the hearer. Asmiges
are based on the speakerds ostensive beha
interpretation of that behaviour in the linguistic and 4iaguistic context of an
utteranceo (p.8). That is why the author b
6deductive reasoning process?o can be said
further concludes that because the specific input information, and information in
memory chosen by the hearer @ariable®and not given, global processes cannot

be defin@ in terms of guarantees

On the other hand, there also appeared imalitee studies that not only
discussed and analyzed the theory, but also praised it for its comprehensive
implications. These scholars have proven that the relevance theory is $®uld
considered a valuable tool, not only in linguistic studies but also in other fields of
study, such as, cognitive psychology, translation, philosophy, information sciences

and even advertisement.

As noted before, one of 8o ber and Wi | sitonspvehich(tie® 95) pr
based their theory on, is that it is true that a language is a code which pairs phonetic

and semantic representations of sentences, however, they also believe that there is a
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gap between the semantic representations of sentences arbdotights actually
communicated by utterances. According to them, this gap is filled not by more coding,
but by inference (p.9)lhis view, that claims the necessity to infer intention in order to
understand an utterance, is supported by the pragmatistgalo(1978), who
maintains that:

It has become fairly obvious in the past few years that a

good part of comprehension must be ascribed not to the

rules of language that assign meanings to sentences as a
function of the meanings of the parts, but to outitgbio

somehow infer wha't t he speaker 6s
saying what he has said, with the literal meaning it has.
(p.264).

Jobes (2007)n the other hand,ybapplying the RT to his translation studies,
believes that Relevance Theory has appeal ussca(l) of its relatively optimistic
understanding of language as communication; (2) its emphasis on the speaker's or
author's intention to communicate brings a welcome corrective to the resgpense
hermeneutic; (3) it is based on a model of humamitvg processes that is not
language or culture specific, making it appropriate for issues of religious
interpretation and translation that necessarily involve at least two languages; and (4) it
explicitly accounts for the role context plays in deterngnieaning, which previous

models of language acknowledged but did not explicate. (p.1)

Jobesasserts that in order to account for the mental processing that produces
comprehensiomrelevance theory postulates that for every concept known to a human
mind there are three types of mental entries somehow represented within the brain.
These categories should be understood as logical entities rather than a description of
how they map ontthe neural substratéccording to him, gce there is no scientific
explanation of how the meaning of a word is represented in the brain, models such as
Sperber and Wilson's that answer to the general requirements of language processing
are adequate fatiscussions such as this, even if they eventually need to be refined or
scrapped because of subsequent new knowledge about how the brain represents and

stores languagép.1)
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Borg (2004) is mother scholar who adds his vote to the suigpe of the
Relevance theoryHe asserts that the linguistic approaches which appeared before the
Relevanceheory neglected the formal features of laages The Relevance theory
takes the formal features into consitésn, where he states that

fWhile previous usdased approaches often seemed to
neglect entirely the formal features of our natural languages, many of
these new usbased accounts do not set themselves up in such total
opposition to formal accounts, rather they adopt a kind of hybrid
stance. They regmize that language, as a system of repeatable signs,

has a formal foundation, which may itself admit of independent
study. o (p.31).

Thus acording to Borg,dual pragmatic theories do not, on the whole, reject
the formal approach to the studf languag@ out of hand. He asserts théd;, many
dual pragmatic approaches, an utterance can, and indeed should, be analysed initially
to reveal its syntactic structure, which might, just as in formal theories of meaning, be
rendered in terms of the expressiolggital form'. Furthermordje maintains thatn
some accounts (like Sperber andilson's relevance theory)this formal
representation may itself be open to something like a formal semantic angdtyats;
is to say, there may be aspects of meaning wiimh recoverable simply via
sensitivity to the formal features of the linguistic item produced, just as the formal

theorist originally claimea.(p.35).

Borg also elaborates on the difference between the relevance theory and
formal semantics. Hema i nt a iifnwe are deart thatfiby the term 'semantic’ we
mean (as formal semanticists have standardly meant) a level of content which is
propositional or trutkevaluable, and which captures the literal meaning of a natural
language sentence, thenist clear that relevance theory and formal semarares
fundamentally opposeéd(p.44).He depends in his point of view on the notion that:
relevance theory claims that this sort of content certainly can't be arrived at without
some kind of (relevanedirected) pragmatic processinghike formal theorieslaim

that this level of content is delivered solely via sensitivity to the formal feaifrthe



expressions involved. ius according to Borgfit would appear to be the result o

decoding alone, not iefr e n(p.4&4p

In another study published by: Graesser, Gernsbacher, and Goldman, (2003),
titted: Handbook of Discourse Processéise authors elaborate on the important role
the theory plays in explaining discourse understanding. They believ&&haiance
theory offers a significant advance over the Gricean view of utterance interpretation,
especially to the degree that it seeks to tie together praghssijuage use and
cognition. Intheir study, theyemphasizet h a t Anonliteral speech
discourse provides several different opportunities to explore the intimate relationship
bet ween thought and | anguage. o(p.380). The
some recent debates over nonliteral speech acts illustrates the importance of
pragmatt and conceptual knowledge in how people produce and understand what
speakers say and what they imply in discourse. Furthernmbey, assertthat
Acharacterizing the psychol ogical processe
requires scholars to reaoige how different research methods tap into different
aspects of what occurs when people produce, make sense of, immediately
comprehend, and consciously interpret what speakers and writers aim to communicate

when they imply something that varies fromwhah ey say. o0 (p. 388) .

According toGraesser, Gernsbacher, and Goldrn(2003) nonliteral speech
acts are simply means of optimizing relevance in verbal communicatiay. further
explain howRelevance theory suggests that metaphors and other figures of speech are
examples ofoose talk(Sperber & Wilson1986). One of the exampldisey propose
st he ut tMgr aaredeg hdbor (p.382). ahey explajnothatd speaking
loosely like this reques that speakers have in mind some further idea or contextual
i mplication beyond the single thought A My
instance, the speaker might wish to convey an image of fierceness or unfriendliness
that is beyond most peopdeexperience and will expect the listener to put some effort
toward exploring a wide range of contextual implications (e.g., having to do with the
nature of the neighbor's unfriendliness, the behavior it manifests, and perhaps the

neighbors appearance)Thus, the indirect nature of metaphor calls for extra
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processing effort on the |listener's part,
according to the principle of optimal relevance, by extra effects not achievable by

sayi ng diMyaaghdons tfh aetr cfe a (p.883)uAncbrdingeorthd| vy . 0
authors, relevance theories propose that certain information is likely to be more
relevant or appropriate in different metaphorical mappiidge authors reach the
conclusi on that: fane dundamentlr raflectiorss poé &ymcal act s

cognitive processes. 0 (p.389).

In their conclusion, the authors maintain that the new developments of
linguistic/philosophical theories, such as, conceptual blending and relevance theory,
hold an intuitive promise ro indirect and figurative discourse studies for their
respective suggestions for how people use and understand nonliteral speech acts.
According to them, both theories implicitly assume something about information that
is most salient and what informatianust be suppressed when people construct
meaningful interpretations ahetaphorical angboetic figures. They assert that such
theories provide larger theoretical frameworks for evaluating the plausibility of the
newer psychological proposals, unlike soniethe recent hypotheses, such as, the
suppression and graded salience hypotheses, which provide possible constraints on

indirect and figurative discourse raseh.

Thus, although only a few experimental studies have directly tested the
psychological plausibility of relevance theory as an account of nonliteral speech act
understandindGibbs (1987; Jorgensen et a{1984), yet they assure that relevance
theory holds muclpromise and should clearly be the focus on additiemapirical
research. They stateh a t : AThe time is right now for s
discourse processes to accept some of the main challenges identified in this chapter,

especially thee emphasizing the link of pragmatics and conceptual knowledge to

nonl iteral di scourseé Clearly, there is mu:i
and data between the newer work in psychol
388-389).



In addition, another scholaG oatly (1997) alsoasserts that Relevance Theory
can give us an insight into the distinctions between literal and metaphorical language,
and betweerdActivedanddnactive metaphofsHe maintainghat the theorygan also
be modified ® explain dSubjectivé® and ®Phenomenalistit metaphoy and also
Gmetaphorical all s i ®he &cholar further maintains that the Relevance theory plays

an important role ishowing the relationship between metaphor and irdpy140)

R e ¢ a n &ontedtiwalism and antontextualismin the philosophy of
| ang 1@k iéalsoin agreement with Sperber and Wildofundamental claim
of dual pragmatics. That is to say, he holds that there is a central role for rich
pragmatic processes to play ietdrmining the correct analygier in his wordsthe
delivery of a truthconditional specificationdf the literal meaning of an utterance of a
given sengénce in addition to there being a role for such processes in determining the
contextual implicaturesf the utterance(pp.15666). Howe v er , Recanati 0s
differs from Sperber and Wilson's in several respattish Recanat(2004)we find
the suggestion that the term 'semantic’ may be reserved just for the results of
decodi ng. He wew semantic inferpretdtion, cheyactervized by its
deductive character, does not deliver complete propositions: it delivers only semantic

schematd propositionalfunti ons, t o usdpdRussell ' s phrase:d

Therefore, Recanahias a different view on thidnds of pragmatic processes,
which play a rolejpre-6and @ostsemanticallp pr oces ses. Unl i ke rel
Recanati holds that very different pragmatic processes occur on both occasions. He
labels the former 'primary pragmatic processes' and ther Isg#condary pragmatic
processes'. For Recanati (2004) these processes must be radically different since the
pragmatic inferences at stage (1) must be capable of operating -@nogasitional
items, while those at stage (2) take complete propositioimgpas (p.42). However a
more substantial difference between the two types of process is marked by what
Recanati terms the 'Availability Principle’, whjchccording to himgconcerns those
elements of an interpretation which are consciously accessiblaebggentin his

word, h e erimpry pragmatic proieas operates on an item whiafois
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consciously accessible to the agent and it yields an item whicvailable to
consciousness2 whereas a secondary pragmatic process takes an item which is

already consciously accessible and yields a further consciously accdtesle
(p.42).

Politzer another supporter of the Relevance theamo has applied the
theory in his studiesby focusing on analyzingthe role of 6i nf eriknceso
communication In his (1990 study, Politzer has reanalyzed several major
experimental paradigms in the psychology of reasoning, and shown how
considerations of relevance affect the performance of subjects in ways that can

explain some of the most striking experimem&dults.

In addition, Leslie (1989),also a supporter of the theory, maintains that
60Cognitive science is very often marred b\
attitudes which have little or no rational basis. Occasionally, however, it works as it
should and a book appears which reaches across the bread and butter lines which
institutional life forces upon uskelevanceis, | t hink, s(Bperber & b ook . ¢
Wilson, 1995, bacicover of the boaok

Overall, as shown from the previous outlookjile the Relevance theorlyas
been criticized by some scholars, it has been recognized and praised by many others
for its comprehensive view.he book which appeared in 1988as named as one of
the most important and influential books of the decade in Timees Higher
Educational Supplemeffior its valuable implications in the fields of communication
studies and language reseandot to mention, the translation of the book into many
languages such as; French; Spanish; Japanese; Russian; Korean; Itadian; an
Malaysian whichs a living example of the significance of the book in the pragmatic
field. Moreover, the implications proposed by the book for pragmatic theory not only
have they been explored in a growing number of books and articles, it has also

inspired vork in other fields of study, including linguistics, literary studies,
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psychology, philosophy and even advertisement. To take for instance the review
presented bylastair Fowler in (1989) for theondon Review of Books which he
commented:

The repercusions ofRelevanceare likely in the long
run to be greatfelt first, perhaps, in the pragmatics of
conversation, the philosophy of language, and reader
response criticism, but also in many other activities:
construction of memory models, pedagogy machine
learning and (doubtless) advertising and propaganda.

2.8 Objectivesof the Relevance Theory:

The presenst udy i s based o nRelS&aneaTheony ofand Wi
Communication and Cognitignwhich attemps to explain the second method of
communi cat i onferencedi mipdargues that the human mind will
instinctively react to an encoded message by considering information thatéi\ces
to beg@elevanbto the hearerThe ceauthors attempt to introduce a new approach to
the study of human communication, which is grounded in a general view of human
cognition. The theoristsclaim that the theoryrovides a way of explaining how a
ceatain expression can mean more thasat is linguistically expressed and how
contextual processing is constrainby processing costsiccordingly, thé& main
argumentist h at Ahuman cognitive processes are
possible cognitie effect for the smallest possible pcessi ng ef.ffloert o (19
achieve thisjndividuals must focus their attention on what seems to them to be the

most relevant information available.

To prove and explain their point of view, Sperber and Wildeveloped their
basic principle, which they called: tH@ommunicative Principle of RelevancEhe

principle is based on their fundamental idea that communicated information comes
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with a guarantee or relevamcAccording to them,tiis enough on its own taccount

for the interaction of linguistic meaning and contextual factors in utterance

interpretationThey state that

[ Our ] main thesis ¢é is that an act
guarantee of relevance, and that this faathich we call the

principle of relevance- makes manifest the intention behind

the ostension(1986,p.31)

Sperber and Wilsothus proposed their theory as a way to better explain how

the communication processes takes place and how understanding among

communicators is achieved. According to them, during oral communication, the

speaker intends to affect and change the thoughts otdrerhin order for the hearer to

receive
communicate. Therefore, r a |
hearerdéds acoustic envir on me ertertainathougats r e s u |

similar

the same thoughts that e X tos t i n

t o t hli®S5pmeaker s own. o (

To justify their point of view, Sperber and Wils¢t995)supposdhati fit isf

physically possible to transport thoughts from one brain to another, as programs and

data stored on a magnetic disk can be transported from one computer to another: then

coomuni cati on woul d beording to the reseacharsy thoughtp . 1) .

do not travel, and the effects of human communication cannot be achieyv any

other means. Tgupport their viewSperber and Wilson mention tirestance when

they wrote down their book.ney have not literally put down theloughts on paper.

What they ladon paperwe r e 61 i t t lae fordleir thougia they setnain

where they alay s wer e, 0i n s(p.il)e Thus,hteey rhaveb just i ns 6

communicated their thoughts rather than transfer them, in other words, they created in

the mind of the receiveghoughts similar to the ones inside their minds.

communication is fa modi fi

t

c

t
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2.9 Practical Implications of RT

With their relevancetheoretic account of cognition and communication
Sperber and Wilsofl1995) proposed practical implications for pragmatics in general
and n otherspecific fields as wellsuch as: relevance and cognition, relevance and

input, relevance and communication, and relevance and comprehension.

2.9.1 Relevance and Cognition

A well-known fact is that human cognition aimat improving the
individual 6s knowl edmseaddiag mote lintormatienrthadd . Thi s
more accurate, more easily retrievable, and more developed in areas of greater
concern to the individualAs Sperber and \ison have noticed fiHuman cogni ti

tends to be geared to 199e260)axi mi zati on of r

It is apparenthereforet h at Sperber and Wil sonbs app!
general view of human cognition dsé€ y a r g hueantcbgaitive protesses are
geared to achieving thgreatest possible cognitive effect for the smallest ptessi
processing e f)floother. wordsSie®& and Witsonwiew language
communication as a cognitive procesbich is involved in the human ability to
entertain representations of etlpeople's thoughts and desires and ideas, on the basis
of public stimuli such as utteraes or gestures. To achieve tthsmans should exert
the least amount of mental effort, fycusing their attention on what seems to them to
be the most relevant information availableorder for the communication process to
be successful he essence of Sperber and Wil sonbs

driven from their belifembodied irthese lines

i Al I humans | ive in the same physical
engaged in a |ifetimeds enterprise of
from this common environment and constructing the best

possible mental representation of it. We do not all

construct the saenrepresentation, because of differences

in our narrower physical environments on the one hand,

and in our cognitive abilities on the other. Perceptual
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abilities vary in effectiveness from one individual to
another. Inferential abilities also vary, andt fjost in
effectiveness. People speak different languages, they
have mastered different concepts; as a result, they can
construct different representations and make different
inferences. They have different memories, too, different
theories that they bringp bear on their experience in
different ways. Hence, even if they all shared the same
narrow physical environment, what we propose to call
their cognitive environmentswould still differ. (1995,
p.38).

Accordingly, not all humansconstruct the same peesentabtin, because of
differences in thei narrower physical environments on theeolmand, and in thei
cognitive abilities on the otheBecause people speak different languages, they have
mastered different concepts, angls a result, they can construdifferent
representations and make different inferences. They have different memories, too, and

different theories that they bring to bear on their experience in different ways.

Sperber and Wilson(1995) st r essed on t h ecognitieej o r rol
enviromlmeysg 6i n the communication process. T
cognitive environment consists of not only all the facts that he is aware of, but also all
the facts that he is capable of becoming aware of in his physiegonment. Thy
assert thath A cognitive environment i s mer el y a
i ndi vidual i s capable of ment al l).yThug epr esen
when an individual communicates with another, he aims at affecting and changing the
cognt i ve environment of the hearer. They exp
intention is to alter the cognitive environment of your addressees; but of course you

expect their actual thought processes to be

There exist§ wo types of cognitive operations
mind, longterm and short term, and they differ in their goal @i f i ci kilbecy . n W
longt er m cogni tive efficiency aims at i mpr o\
much as possible givethe available resources, shtetm cognitive efficiency,

however, i s a much mol9%5, pcto).mehbritecracbgeitive pr o c e d L
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operations, at every moment (seconds or milliseconds) many different cognitive tasks

could be performed, and thiss f or t wo reasons: First, i
monitor much more information than centr al
Second, central abilities always have plenty of usfihie d b u s i P8)sTeus,0 (pp. 4

the key problem for efficient shisterm information processing i® achieve the best,

or 6opti mal 6, all ocation of central proc
AResources have to be allocated to the proc
bring about the greatest contributontoh e mi ndds gener al cognit
small est processing cost.o (p.48).

Sperber a rntheboryVguglgests a éotution to this arising problem in
information proessing. They believe that durisportterm cognitive processing, old
information tha already exist in the mind are combined with new information that
present itsk to the individual. Rgarding the selection of new informatidgrgwever,
only the information that i's connected to
world is selectd, because, according to them, new information that is entirely
unconnected to anything in the individual
complicate the information processing and
usually means too much e s si ng <cost f oI995tpca8). Mlen t t | e b e
these interconnected old and new information are used together as premises in an
inference process, further new information

not have been inferred without tiso mbi nat i on of ol d and new p

2.9.2 Relevance and Communication

Communication, through the eyes of Sperded Wilson (1995), can be seen as
a process involving two informatigorocessing devices. One device modifies the
physical environment of the other. In the case of human beings, while communicating,
the mind of the speaker (the first device) modifiesahleady existing representations
in the mind of the hearefthe second device). Consequentthe second device
constructs representations similar to the ones alrsetgd in the first devicén other

words, oral communideoni s fia mo di fsipceaatkieorn obfy tthhee hear e
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environment, as a result of which the heare
own . 0 Thus, NA ¥triking demonstration of the sophisticated nature of our
communication system is our ability to draw pragmatio f er ences or i mpl i
Often speakers tend to convey far more than the logical meaning of the words they

utter and hearers readily retrieve the intended interpratatio  ( hey. désgribed The

Relevance Theorythus,as a theory which provides aaw of explaining how it is that

an expression, in a communicative situation, can mean more than what is linguistically

expressed, and how contextual processing is constrained by processing costs.

Sperber and Wilson refer ttheir Second Principle of Relevanaes the
Communicative Principle of Relevancm which they statethat AREvery act (
ostensive communication communicates a presumption of its own optimmdl e vance . 0
(p.266). According to them communication, or what they Ita inferentiat
communication, is a mutual process, in other words, it is not just a matter of intending
to affect the thoughts of an audience; it is a matter of getting them to recognize that one
has this intention. They maintain that the universal cognitendency to maximize
relevance makes it possible, at least to some extent, to predict and manipulate the
mental stads of others. They assert that knowing of otexislency to pick outie most
relevant stimuli in his/heenvironment and process thera as to maximize their
relevancesomeone may be able to produce a stimulbih is likely to attract his/her
attention, to prompt the retrieval of certain cont@ktassumptions and to point him/her

towards an intended conclusion

In order for understaling to be achieved in any communicative situation:
informative and communicative intentiomged to be fulfilled According to them,
understanding is achieved when the communicative intention is fulfiltedt is, when
the audience recognizes the infative intention of the speaker, whichtige intention
to inform the audnce of somethingSperber andVilsonassert hat , AThere i s
between understanding and believing. For understanding to be achieved, the
informative intention must be recogeid |, but it does not have t
Thus, inferential communicationw h a t rel evance tehidecentipl cal | s:

commu ni ¢ avolives mai only a communicative intention, but an informative
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intention as well" a. The informatie intention; the intention to inform the audience of
something.b. The communicative intention; the intention to inform the audiesfce

oneds infor M@ed).ve intention

2.9.3 Relevance and Input

To Sperber and Wilsgrthe mind § a varietyof specialized systems, each with
its own method of representati@and computation. fese systemare dividednto two
broad typesio t he one hand there are the 6input
processes visual, auditory, linguistic and othercpptual information. On the other
handt her e are the O6central systemsbo, whi ch
various input systems and fr omld®emrdr vy, and
They further assume that each input system hasaitsroethod of representation and
computation, and can process only information in the appropriate refatseal
format. They assert thatfor examplefiaudi t ory perception can pr
information, and the processes involved in the audifmrception differ from those
invol ved I n ol fact or W sipilarr methedt af @rocessingt ¢ . 0 (
according to them, applies to the other input systesash with its unique way of

representation and computation

Accordng to Sperber and Wéon, intuitively, an input (a sight, a sound, an
utterance, a memory) is relevant to an individual when it connects with background
information he has available in order to yi
answering a question he had in minchproving his knowledge on a certain topic,
settling a doubt, confirming a sul®¥pj ci on, |
p.81). Thus, it is obvious that input plays an important role in the Relevance Theory by
providing the essential informatidhat will be processed along with older assumptions

in order to reach successful communication and understanding.

In relevancet heor eti c ter ms, an input i's rel e

processing in a context od s iatviaviel addd gen iatsisvuen
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(pp263266). A positive cognitive effect 1is a
representation of the world a true conclusion, for example. False conclusions,
according to the authors, are not worth having. They araittog effects, but not

positive ones. The most important type of cognitive effect achieved by processing an

i nput in a context i s al0O8);@acontiusiantdadadblei mp | i ¢
from the input and the context together, but from neitheatimor context aloneA

simple example the theorists providethat if someone is seeing his train arriving, he

might look at his watch, access his knowledge of the train timetable, and derive the
contextual implication that his train is late (which may itself achieve relevance by
combining with further contextual assutigms to yield further implications) (p.263).

Other types of cognitive effect include the strengthening, revision or abandonment of

available assumptions.

As Sperber and Wilson (199p.269 propose

a. Other things being equal, the greater the postbgnitive effects achieved
by processing an input, the greater the relevance of the input to the individual at
that time.

b. Other things being equal, the greater the processing effort expended, the
lower the relevance of the input to the individual at thae.

More generally, when similar amounts of effort are required, the effect factor is
decisive in determining degrees of relevance, and when similar amounts of effect are

achievable, the effort factor is decisive.

One of the functions of the inpsiystemsaccording to Sperber and Wilsas,
to transform o611 ower |l evel 6 sensory repres
representations, which are all in the same format regardless of the sensory modality
from which they derive. They explain thatfilt is because they operate over such
modality- neutral conceptual representations that the central processes can integrate
and compare information derived from the various input systems and from memory.
(pp.72172).
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2.9.4 Relevance and Comprehension

There are two essential properties of utterance comprehension, the processing
of both new and oldassumptions. \Were the notion of a contextual effectelps
describe these properties dm@rehension involves the joint processing of a set of
assumptions, and irnhat set some assumptions stand out as newly presented
information being processed in the context of information that has itself been

previously processedd996,pp.118119).

In verbal communication, speakers manage to convey a very wide range of
mealings despite the fact that there is no independently identifiable basic layer of
information for the hearer to pick up. What makes it possible for the hearer to
recogni ze the speakeros i nformati ve i nte
forms (®nceptual representations, however fragmentary or incomplete) which the
speaker has mani festly chosen t o prov
comprehension process. As a result, verbal communication can achieve a degree of
explicitness ot available in nofverbal communication. In more simple words, Sperber
and Wilson propose te steps within the comprehension procedure as follows
(p.265)

a. Follow apathof least effort in computing cognitive effects: Test interpretive

hypotheseg¢disambiguations, reference resolutions, implicatures, etc.) in order of
accessibility.

b. Stop when your expectations of relevance are satisfied.

Overall, it is clear how Sperbeend Wi | sond Rel evance The
explain and povide practical implications regarding number of pragmatic fields,
such as, the study of cognition, input, communication, amupcehension. RAeir
theory can be a very beneficial tool in studyinglamalyzing such pragmatic fields,
which later paved the way for applying the theory to other fields of study as will be

elaborated on later in the study.
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Furthermore, in order to comprehend the RT fully, there are some basic pillars
of the theory that must be understoddilson (1994) once claimed that, "the most
basic assumption of Relevance Theorythat every aspeadbf communication and
cognition is goerned by relevance." (p.2). Thus, according to him, in every
communicative situation there exists a guarantee of the relevance of the communicated
information for the audience. Because, he maintains that if the information
communicated was not relevantttee audience, it will not attract their attention, and

hence, the communication process will not achieve success.

Dan Sperber and Deirdré/ilson (1995) maintain thatin their Relevance
Theory(RT), by "relevance" it is meanfiwhatever allows the most weinformation
to be transmitted in the mental context of already existing assumptions on the basis of
the least amount of effort required to convey (p.48). They further provide a more
detailed definition of the florepointofovieve| evance
Sperber and Wilson defineas(p.125):

Relevance:
Extent condition 1an assumption is relevant in a context to the extent that its
contextual effects in this context are large.
Extent condition 2an assumption is relevant in a context to the extent that the
effort required to process it in this context is small.

Therefore, the core of the Relevance Theory isRhaciple of Relevance
which Sperbeend Wi |l son (1995) define as Adthe pri
an expectation of relevanceo (p.155), and
explaining human communication. They also maintain that the principle is based on
the fundamen a | idea that: AEvery act of ostensi
presumption of its own opti mal rel evance. 0
and Wilson (1995), the vast majority of acts of communication will implicitly make
manifest the intemn to communicate. However, they assert that the actual process of
deciphering other implicit interpretations is largely left to the communicators
themselves by using mental shorthands,heuristics(p.193). For Sperber and

Wilson, relevance is conceived as relative or subjective, as it depends upon the state
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of knowledge of a hearer when they encounter an utterance (pTl#)oeauthors
propose not one but twerinciples of Relevangene about cognition, and the other

about communication:

(1) Human cognition tends to be geared to the maximization of relevance.
(2) Every act of ostensive communication communicates a presumptiors afwib
optimal relevance p(260)

According to Sperber and V8on (1995), the human cognitive system is such
that "our perceptual mechanisms tend automatically to pick out potentially relevant
stimuli, our memory retrieval mechanisms tend automatically to activate potentially
relevant assumptions, [and] our infei@hinechanisms tend spontaneously to process
them in the most pr odu dhetheosdstswstess that dyimy. 3 2 ) .
cognitive development, the mind tends to process new information that presents itself
to an individual only if it is relevat to him. However, the question arises: what sort of
things may be relevant? According to Sperber and Wilson (1995), relevance is a
potential property not only of utterances and other observable phenomena, but of
thoughts, memories and conclusions of iafees. In relevanetheoretic terms, any
external stimulus, or internal representation, which provides an input to cognitive
processes may be relevant to an individual
processing of new information gives rise to s@cmultiplication effect, we call it
relevant.The greater the multiplication effect, the greater the relevaripet8). They
further argue that utterances raise expectations of relevance not because speakers are
expected to obey a Gaperative Principleand maxims or some other specifically
communicative convention, but because the search for relevance is a basic feature of

human cognition, which communicators may exploit.

The Communicative Principle of Rel evan
r el e vaentibeekoy to relevandbeoretic pragmatics. Sperber and Wilson view
language communication not only as a cognitive process, but also as an ostensive
inferential process that i's closely relat:
6ostensioamm fdtheey mequest for attention in

comes the question: how does the communicator indicate to the audience that s/he is
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trying to communicate with them in this intentional way? To answer this question,

Sperber and Wilson sgge st ed wh at t hey -interentidt t he ¢
communi cationd process. According to them:
presumption of its own opti mal rel evanceo
inferential communication involves the use afn i o0 s stiulu, whigh is
designed to attract an audi enceds attenti

meaning.

Moreover, relevance theory claims that use of an ostensive stimulus may create
precise and predictable expectations of relevanteamsed by other stimuli. The fact
that ostensive stimuli create expectations of relevance follows from the definition of
an ostensive stimulus and the Cognitive Principle of Relevance. An ostensive stimulus
i's O0a stimulus whi cahu diise ndceesdisg nrmed etna iaotntér a cpt
to S&W, given the universal tendency to maximize relevance, an audience will only
pay attention to a stimulus that seems relevant enough. Therefore, by producing an
ostensive stimulus, the communicator thereforeoerages his/her audience to
presume that it is relevant enough to be worth processing. An ostensive stimulus, then,
creates a dipelesvuampteon The notion of optir
spell out what the audience of an act of ostensive canwation is entitled to expect
in terms of effort and effect. According to Sperber & Wilson, an ostensive stimulus is

optimally relevant to an audience if: (pp. 1684)

a . It i s relevant enough to be worth the

b. It is themo s t rel evant one compatible with
preferences.

According to clause (a) of this definition of optimal relevance, the audience is
entitled to expect the ostensive stimulus to be at least relevant enoughmarthe
processing. &V argue that atimulus is worth processing only if it is more relevant
than any alternative input available at tirad. Thus according to themin order to
satisfy the presumption of relevance conveyed by an ostensive stimulus, the audience

may haveo draw stronger conclusions than would otherwise have been warranted.



However, the theorists maintain thhete may b relevant information that the
communicator isunable or unwilling to provide (arostensive stimuli that would
convey their inéntions more economicallypr unable to think of at the time. All this is
allowed for in clause (b) of the definition of optimal relevance, which states that the
ostensive stimulus is the most relevant one (i.e. yielding the greatest effects, in return
for the smallest processing effort) that the communicator is willing and able to
produce.

Furthermore, in their book (1995), the-aothors emphasize on the important
role the O6contextdéd plays in the process of
assert hat : Aln much of the pragmatic |iterat:
the following order: first the context is determined, then the interpretation process
takes place, then relevance is assessed. In other words, relevance is seen as a variable
to be assessed in function of a predeter mi
believe that from a psychological point of view, this is a highly implausible model of
comprehension because fAhumans are not i n
relevance ofn@ i nf or mati oné They try to process i
possible; that is, they try to obtain from each new item of information as great a
contextual effect as possible for as smal/l
both assure thatsaessment of relevance is not the goal of the comprehension process,
but only a means to an end, the end bei ng¢

<

information being processedo. (p.142).

Furthermore, both researchers claim that the success of communatepiemds
greatly on whether the hearer uses the speakended or appropriate context. They
believe that the right choice of O6contextu.
inference of the intended implication, whereas the wrong choice of assmspill
certainly lead to misunderstanding. Thus, according to Sperber and Wilson, in the
process of communication, the hearer constructs the immediately given context based
on the previous discourse (which is itself an indispensable part of the nestirdisc

understanding), and the contents of the memory of the deductive device. They
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maintain that the hearer has to select a particular context out of a range of possible
contexts in order to understand the inten
select on of a particular context I s deter mi ne
So, according to them, context is constantly changed, expanded and enriched,
becoming the base of further interpreting of new information. In this sense, context is

a variable and not fixed in advance (p.142).

2.10The Deductive System:

On the other hand, Sperband Wilson also emphasize on the key role the
human deductive system plays during verbal communication. They assure that the
deductive system is the central location of the inferential tasks that take place within
the mind.The deductive device, accordihngo S & W, i s fiat the centr
nondemonstrative inferenceo (p.107), t hat S
its processes faffect the strength of both
per f or ms Theyalsgpasstethat )the spontaneous and essentially unconscious
formation of assumptions by deduction is a key process that makes human
communication a subst ant iFarthérgore5&WM strase nt i a |
on the critical role the deductive system p@ain verbal communication and
understanding.They maintainthat the deductive systenprovides an important
economy of storagéocated in the memory For theybelieve that a deductive rule
system is an extremely efficient device for reducing the numbassimptions that
have to be separatelyt or ed i n memory for either lacoc
arguments, for drawing out the implications of newly acquired conceptual information,
and for increasing the impact of this information on a stored concegjuasentation
of the world. (p.102).

S&W define the human deductive deviees , fa system which e:
content of any set of a sFBhayrfutther expias iisas b mi t t e «
system that arranges information into a logicaleordnd creates storage for them
from which assumptios can be easily retrievedccording to deductive rules.

According to S&W, deductive rules are: A a

s
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the semantic properties of assumptions only insofar as tweseeflected in their
form. o (p.85).

The authorsattempt to explain how the deduction process works. They
maintain that the process starts by a set of assumptions that are placed in the memory
of the device. Assumptions entering the memory of the dedudgvice, according to
them, have four possible sources: they can come from perception, linguistic decoding,
encyclopedic memory, or they can be added to the memory of the device as a result of
the deductive process itself. After that, the device infumeads t he each of
assumptions, access the logical entries of each of its constituent concepts, applies any
rule whose structural description is satisfied by that assumption, and writes the
resulting assumption down thenprocessaapplegtmor y as
al | i nitial and derived theses wuntil no fu
add that the deduction process monitors for redundancies and contradictions. For, the
maintain that, before writing down the assumption in memibry,system checks to
see whether the assumption ot its negation is already there. If so, the device refrains

from writing it down again.

S&W assure that, AA central function of
spontaneously, automatically andconsciously, the contextual implications of any
newly presented i nformation in a context 0
add, AOt her things being equal, the more co
new information will improve thenndi vi dual 6s exi sting represe
(p.108). According to them, the addition of new information to a context of old
information brings not only contextual implications but also analytic and synthetic
implications as well.Sperber and Wilsoralso distinguish between the deductive
system and the input systems of the human mind. The deductive system, according to
them, applies to conceptual rather than to perceptual representations, that is, to
representations with a logical or propositionahfoiThey also distinguish it from other

central processes due to the different type of computation it performs.
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Moreover, in order to account for the mental processing that produces
comprehension, relevance theory postulates that for every concept kmawttnan
mind there are three types of mental entries somehow represented within the brain;
the logical entry, the encyclopedic entry, and the lexical eAirgording to Sperber
and Wil son, the o6l ogical entryo for a con:
whi ch apply t o | ogi cal for ms of whi ch t
6encycl opedntcaiemdg riydf or mati on about At he e
the comkepdbexical entryd cont adnguage i nf or ma
counterpart of the concept: the word or phrase of natural language which expresses
it.o (p.86) . Tthaetlye fattwhatta boacept hebthesethraeientries
provides gpoint of contact between input and central processes, {Habesween the
linguistic input systemanthe deductive rules of the cent
(p.90).,According to S&Ww, ARRecovery of the cont
ability to identfy the individual words it contains, to recover the associated concepts,

and to apply the deductive rules attached t

In his study 2007) Jobes explainhesethree mental entries, and he stresses
that thesecategories sbuld be understood as logical entities rather than a description
of how they map onto théeural substrateHe explains thatelevance theory posits
that: (p.5)

1. There is a lexical entry containing information about the word or phrase in
one'slanguage used to express it along with syntactic and phonological
information about the word. This psychological construct is clearly language
specific.

2. Relevance theory posits a second type of entry in the mental context that is
a set of logical dedtiwe rules that apply to the set of relationships of which
the given concept is a member. This entry facilitates the logical entailments
that make communication a substantially inferential process. The logical
entry is that part of mental cognition thatustures concepts into systems
such that when one concept is invoked in a statement all other logically
related concepts are automatically made available to the mental context in
which comprehension of the statement occurs. Some logical deductive rules
are relatively universal across speakers, cultures, and time but the
relationships between some concepts may be culturally specific.

3. There is what Sperber and Wilson have called the encyclopedic entry in
the human mind associated with each known concept tontains

information used to enrich the concept. Encyclopedic entries vary from
culture to culture, from person to person, and even throughout the lifetime of
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a given person. Encyclopedic entries are epeaied as new information is
added with time antlife experience.

Moreover, according to Sperber and Wilson (1995), they maintain that their
characterization of O6relevancebd is compar at
compari sons possi ble in some caseise, but n
guantitative notions of relevance might be worth exploring from a formal point of
view, it is the comparative rather than the quantitative notion that is likely to provide
the best starting point for consu¥80)cting a
In the first place, they assert the fact that it is highly unlikely that individuals have to
compute numerical values for effort and effect when assessing relevance. Such
computation would itself be effedonsuming and consequently detract from
relevance. Moreover, even when individuals are clearly capable of computing
numerical values (for weight or distance, for example), they generally have access to
more intuitive methods of assessment which are comparative rather than quantitative,

and whichare in some sense more basic.

In the second place, they also assumat twhile some aspects of human
cognitiveprocesses can already be measured (e.g. processing time) and others may be
measurable in principle (e.g. number of contextual impliea}iat is quite possible
that others are not measurable at all (e.g. strength of implications, level of attention).
S&W stress that: Arel evance i s a property
computed, in order to be achieved. When it is reprederites represented in terms of
comparative judgements (e.g. 6i rrelevant 06,

in terms of fine absolute judgement s, i . e.

2.11 Explanation of the RT @mprehension Process

As mentioned before, the principle of relevance is based on Sperber and
Wil sonds fundament al i dea that communicat ec

relevance, for they believe than utterance interpretatioft, is enough on its own to
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account for the interaction of linguistic meaning éncontextual factors Thus

concerning utterance interpretation and in the lighthefprinciple of relevance, when

the hearer hears an utterance while communicatig, is guided by a general and

single criterion to evaluate a variety of possible interpretations. This criterion enables

the hearer to exclude all but a single interpretation, which is the most relevant

i nterpretation to him. Sperber and Wil son ¢

to an individial in these words

Relevance to an individual (classificatory)

An assumption is relevant to an individual at a given time if and only if it is
relevant in one or more of the contexts accessible to that individual at that time.
(p.144).

However, they arquick to stress that special attention should be paid here that
wha't i s Iimportant to the hearer i s not 60 ma
the greatest possible contextual effects in return for the smallest amount of processing
effort.” (pp.141-14 2 ) , but Oopt iwhalc hr @ lse vaaéncireowgd t hr
contextual effect worthy of t herockssigr er 6 s @
ef f @¢prlb8). 0

Thus, according to the eamuthors, "An utterance, or a given interpretation, is
consisent with the principle of relevance if and only if the speaker might rationally
have expected it to be optimally relevant to the hearer on that interpretation " (p. 144).
In this sense, the speaker naturally makes the assumption that there is no other
inter pretation which has enough effect worth
for the hearer to construct thametintended one. In addition, the speakeronvinced
that the first acceptable interpretation to occur to the hearer is the one he intends to
convey, and proves satisfactory and justifiable. As for the hearer, he assumes that the
context needed for the correct interpretation is the most eagdijlable and that
combined with the appropriate context, the intended interpretation will be reached
which is effortworthy. Thereforgthe pursuit of optimal relevance guides the hearer to
keep i n mi nfidst intehpeetation téstedh and found nsdstent with the
principle of relevance is the only interpretation consistent with the principle of

relevance: all other interpretations are disallowed ". (p. 158).
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Furthermore, in their exahation of how individuals intprete utterances in
the commurgation process, theedut hor s bel i eve that Revery
|l ess faithful interpretation of a thought
p.259). Thusaccording to RT, verbal comprehension starts with the recovery of a
linguistically encoded sentence meaning, which must be contextually enriched in a
variety of ways to yield a full under stand
Communicative Principle of Relevance and the definition of optimal relevance
suggest a practical procee@urfor performing these subtasks and constructing a
hypot hesis about the speakerdéds meaning. Sp
should take the linguistically encoded sentence meaning; following a path of least
effort, s/he should enrich it at thepticit level and complement it at the implicit level

until the resulting interpretation meets his/her expectation of relevance. (HB8276

[ n addi tion, Sperber and Wil sonoés t heo
assumptions that are typical pfagmatictheories. It agrees that alitterancesare
encountered in some context, frequently make usetencesc r eat e Oexpl i catu
the process of understanding, whichd@rea combi nati on of | ingui st
contextually i nf er/(p28@),addahatcalt icdranced conkey at ur e s 0
numbeimplicafure® fAan assumption that i s intende
derived solely via pr oces slaaddimof, thegypositg mat i c
the notion of O0mani festnesso, i . e. when 0 s
unconsciously by a persondé (p.298). This, a
who are engaged in inferential communication that both the speaker and the hea
have the notion of relevance in their minds prior to the utterances. Consequently, it will
cause each person engaged in the interaction to arrive at the presumpélmvarice

which is the notion that:

a) implicit messages are relevant enough to be worth bothering to process, and

b) the speaker will be as economical as possible in communicating it. (p.125).
The theorists also emphasize the signifi

in understanding utterances. According to themery utterance with a propositional

form resembles the thought of a speaker, in other words, the propositional form
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interpres t he speaker 6s t hought. They mai nt ai
propositional form may resemble the speake
there are cases of OApproximationd because
truth but 1T&8pvadbeyo fUpt her explain that
recovering the Oexplicatured of an utterart
However, in order to achieve that, the hearer must use a specific criterion to select the

right propositional fo m. S&W suggest that criterion an
processeso. These processes include three
assignment, and enrichment. Sperber and Wilson believe that the right propositional

form that will lead to amverall interpretation (which the hearer should be recovering)

must be the one that is consistent with the principle of relevance. In other words, they
stress that, nAt every stage in disambigua
the hearer shouldhoose the solution involving the least effort, and should abandon

this solution only if it fails to yield an interpretation consistent with the principle of

rel evanc®To a( .ol &3 )ai ms that in the case of
assignmend , as crucial aspects in the interpre
consistent that meets the hearers expectation of relevance is the one the hearer should

choose. o0 (p.257).

I n his study, Jobes (2007) exptheari ns Spe
suggested 0 ¢ 0 mp r Actoelings o chim, ao rindlicidua svdrd is
connected to some number of schemas and/or cultural frames, such that all roles,
relations, and actions associated with the word are simultaneously activated by a
sensory peeeption of it. Jobes asserts that this activation of various associated neural
networks forms the mental context within which meaning is determined by the three
subtasks defined by Sperber and Wilson:

1. Processing the explicit contents of a statemeat decoding,
disambiguation, reference resolution, and other pragmatic
enrichment processes to yield what are called the explicatures of the
statement.

2. Determining the intended contextual assumptions, or the
implicated premises.

3. Determining the interetl contextual implications, that is, the
implicated conclusiongpp.7-8)



According to Jobes, the spreading activation of neural networks that brings
previously associated knowledge into the mental context within which meaning is
determined means that cprehensionis achieved by a combination of what is
explicitly said combined with inferences reached from other associations that have

been activated by the statement.

Therefore, according to Sperber and Wilson, in order to understand an
e X pr e s s iabinferefitial esteps rare needed if the informative intention is to
become mutually manifest.o(p.163). That i S
number of processes which are determined by the number of inferences and/or logical
operations required (pBB-193). Consider, for example, the following real life
exchange by an adult who has collected children from the swimming pool: (Ryder, N.
& Leinonen, E. 2001, p.2):

Adult: Did you enjoy the swimming then?

Child: It was feezing

According to the RT, in order for the adult to recover the intended meaning: linguistic,
inferential|, and | ogi cal operations need t
be understood as: 6 No, I di dsn 6tto oe ncjoolyd .sdwi r
linguistic information alone does not provide the intended meaning and has to undergo

a number o f Oprocessesd6 in order to becom
(referred to in RT as Reference Assignment, Disambiguation and Ennchm&91)

operate according to the demands of the input. Thus, this example indicates that both

Reference and Enrichment are necessary in order to reach the intended interpretation.

Reference assignment: it = the water

By using the cotext in which the utterance was said, the meaning is enriched:

Enrichment:
was = the time the swimming took plagarior to the
utterance
freezing= the water waanacceptably cold in relation to
the temperature expected
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According toRT we have now arrived at a more expligcieaningané e x pl i cat ur e 6
which Sperber and Wilson explain as: an ostensively communicated assurtigion,

is inferentially developed from the incomplete conceptual representation (logical

form) resulting from ihguistic decoding. (p.182)). T h e Oexpdan bat ur e 0

summarized as follows:

Explicature:
The water in which we were just swimming was
unacceptably cold in relation to the expected
temperature.
Il n addition, to reaclththdremt dndec otne @&@mij o

further processing is needed. The explicature needs to be combined with world

knowledge/experience of swimming.

World knowledge/experience:

-Swimming can be pleasant when the temperature of the water is normal.
-Swimming in cold water can cause shivering/ is uncomfortable/ usually
means you get out earlier than normal.

Il n RT terms an O6i mpl i cafi acorelasioeby the helgof r e a c h e ¢

logical operation:

The water was cold.
Implicature: Being cold is not enjoyable.
The chil dren didndét enjoy s\
The children did not enjoy swimming
because the water was too cold.

Therefore, according to RT, we can aeriat the intended meaniod an utterane by
combining the first contextual meaning (explicature) with the above contextual
information via the process of deduction. The outcome of this process is called an

implicature (p.193). Moreover, the RT guides the receiver to choose the interpretation



that achieves the greatest contextual effect/support with the least processing effort
(p.153).

- Figure 2summarizes the comprehension process as explored in the previous

example, shedding light on the role of context in comprehension.
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Figure 2: Processes in Pragmatic Comprehension

PROCESSES IN PRAGMATIC COMPREHENSION

as suggested by Sperber and Wil sonbds RT,

LINGUISTIC INPUT

gives rise to

|
LOGICAL FORM (pre -pragmatic)

Which has to be completed into a fullyopositional form via
|

I
REFERENCE ASSIGNMENT

DISAMBIGUATION

ENRICHMENT

when completed the hearer has recovered one or more

I
EXPLICATURE (s)

(fully propositional form recovered from the words themselves and logical
rules/operations), this may give rise to

I
CONTEXTUAL EFFECTS

Involving retrieval of assumptions and/or integration of assumptions based on the
context. Logical operations are appliecagsumptions giving rise to an

[
IMPLICATURE

(implicated conclusion)
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Therefore, and @ording to Sperbeand Wilson (1995, p.118 3 1) , At he not |
of contextual effect is therefore crucial to a characterization of relevance, or an
indi spensable condition for relevanceo(p. 1:
hearer, some informationisold:itisaérely pr esent i n the individ
of the world, such information is not worth processing at all. Other information is not
only new but entirely unconnected with any
the world (p.48). When these intermected new and old items of information are
used together as premises in an inference process, further new information can be
derived: information which could not have been inferred without this combination of
old and new premises. Sperber and Wilsommat ai n t hat : AWhen t he
new information gives rise to such a multiplication effect, we cadlgvand ( p. 48) .
That is to say, when and only when new information achieves contextual effect in a
context can it be considered relevant. Initdd, other things being equal, the greater
the contextual effect is, the greater the relevance will be. The interaction of new and
old information gives birth to the smlled &contextual effe@which is yielded when
newly preserdd information affectexistingcontextudassumptiongn the following
three ways: strengthening or confirming existing assumptions in the context;
contradicting and eliminating existing assumptions in the context; combining with

existing knowledge tonpduce a contextlamplication (p.48-50).

Moreover, Sper ber and Wi |l son assert t hat f c c
through Aprocessing efforto, and fAthe grea
effect, the lower the teevance wi | | B hey arg(eltitatbestwo n@ain 1 3 1) .
factors affecting processing effort are: the effort of memory and imagination needed to
construct a suitable context, as well as the psychological complexity of the utterance
itself (p.130).

Therefore, information processing durimgmmunication involves effort that
will only be undertaken in the expectation of some reward, that being: relevance.
There is thus no point in drawing someonebo
seem relevant enough to him to be worth his attenBecause humans automatically

turn their attention to what seems most relevant to them.
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2.12Conclusion:

Overall, the previous chapter presented a comprehensive review of the theory,
whi ch t he study wi || be Relevance Tleoryf Sper be
Communication and Cognitiorl995. By shedding light on the main pillars of the
theory as developed by its founders and explained by other scholars, along with an
insight on some theoretical and empirical studies that have examined the RT, and a
generadiscussion of the practical implications of the RT for pragmatics stuadeso
mention the child language/feign language acquisition fieldThe researcher
attempted to show why Relevance Theory has been widely accepted as a solid ground
for a variey of pragmatic researcheBhe studies mentioned in the chapter show how
the linguistic researchers believed the theory to be a very valuable asset in the field of
pragmatic studies for its innovative and ingenious approach in analyzing human
communicatiorand understanding. The examined studies also illustrate how linguists,
have also attempted to apply RT in their studies in the child foreign language learning
field, which will be the focus of this research, and found it a very reliable resource in
explaning the development of the language learning process, and how language
understanding is achieved while communicatiRgrthermore, the chaptshed light
on the objectives of the RTthe different publications Sperber and Wilson have
produced in relatiorto their theory, and the different views scholars have regarding
the plausibility of the theory in linguis research, including critccand supporters of
the theory. Moreover, the chapter has covered the explanation of the theory in detall

with special enphasis on the comprehension steps suggested by the theorists.
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CHAPTER THREE

Methodology

3.0Introduction

In this chapter the methodology followed in the study will be discussed. In so
doing, the researcher widihed light on the information surrounding thbjects of
the study, e.g. their age, gendand background information. While discussihg
context of the study, the procedure of the study,ntlagerials andnstrumentused in
the study, such as the Bgavhich includes the story that has bedsen to be used
in the study the type of questianthe participants are requirealanswer, along with
the methodthat will be followed during data analysish&@ actual process of this

empiricalstudyconcerninghe data colleion and data analysis willsobe covered

In general, there are several methods to be adoptstidlying child language
development. One strategy is to record saspf child speech and to anadythe
emerging patterns of languagehich these samples display. Another is to set up
experimental situations in which children are asked to carry out various tasks
involving speech production or comprehension. Analysis is also carried out of the
input language used by adults when they talkchildren (motherese or caretaker
speechwhich is characterized by the shortening and simplifying of waadd of the
nature of the interaction between théfaernald, 1987)The investigation may involve
single children studied over extended periodsirag (longitudinal studies) or groups
of varying sizes, compositions, and ages studied at a particular point in time (cross
sectional studies)The presentempirical study, however, adopts a cressctional
method, whereas a sample of children with déférage groups are studied at a
specific point of time in order t@nalyzeand compare the differences in their

pragmatic abilities.
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3.1 Subjectsof the Study.

Sixty Saudi girls participated in the present studiie Tnotheitongue (first
language) of althe participatingstudents is Arabic, and theyeaall learning English
as a foreign language in their school. Most ohtheere exposed to some degree to
the English language in their preschool yedtsereforeall the participating students
more or les come fromthe same linguistic backgrounMoreover, due to the fact
that child language acquisition researches have shown thage¥10 children are
able to communicate effectively in demanding settings (Ryder, N & Leinonen, E.
2001), the age of thearticipating subjects was within that agage.Thus, the sixty
participating students were divided into three-ggaups; seven year olds, eight year
olds, and nine year olds (according to the Grogorian calender). The chosen students
were in their first second, and third elementary gradeespectivelyThe interview

was conducted towardise end of the second semestethaf year 2009/1430 .H

The participats wererandomly selet¢ed from severalschool sections. For
example, the first group, which cossd of twenty students attending their first
elementary year, waselected from four sections: 1/A, 1/B, 1/C, andD,lfive

students from each section. And the same was apgli¢ietsecond and third grade

students.
Table (1): The age for Participann the study:
Class No. of Age range Mean of
Cases | Minimum | Maximum | A9€
1 20 6.5 7.7 7.1
2 20 7.5 8.6 8.2
3 20 8.6 9.5 9.2
Total 60 6.5 9.5 8.2
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3.2 Contextof the Study.

The participants were attending the Najd private school in Riyadh, Saudi
Arabia A private school was chosen to apply the present study because in Saudi
Arabia English is taught as a foreign language to such young age group only in private
schools.Moreover, in order to guarantee thihe participating children came from a
similar socieeconomic background, they were specifically chosen from the same
private schoolln addition, the study was limited within one school in order to fix the
variables, as the focus of the study is to test the relevance theory and its explanation of
how communication takes place with regards to different age and cognitive
devel opment rather than to compare or contr
schools.Furthermore, in order to apply the research successfully, the school chosen is
one thatincludes reading in its English course, specifically stories approved for EFL
learners. And due to the nature of this empirical study, only one school will be chosen

to apply the study.

3.3 Data @llection:

The following section will cover thoolsthat have been utilized to collect the
data,including: the material used, such as, the textbook of the study, the features of
the story and the instrument of the test and. In addition, the procedures of the test will

also be pointed out.

3.3.1Material:

In the present research stydyhich is based on DaBpeber and Dierdre
Wi | s 0 n 6 sRel¢vanged Th¢ory of Comunication and Cognition (RTCCh
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crosssectional methodvas adoptedwhere a group of seven to nine year olds will be
studied at aspecific point of time in order to compare their language and cognitive

developments.

3.3.1.1The Textbook of the Study:

A story from a series afchoolc hi | dr ends Hewaghthgn bMioftkfsl; i
Reading Delightswas used in the study. The book was ljghied in the year (2003),
by the Houghton Mifflin CompanyBoston, U.S.A. Although the bookseries were
designed for schoalse in the elementary levels for English native speakers, they were
also redeemed by educationalists (specifically in the prigateInternational schools
in Riyadh, Saudi Arabia, such as Najd school) suitable for children as EFL learners
and beginning children readers. Thus, these reading books were adopted by numerous
EFL sclools worldwide. The chosen book contained a collectioh co-authored
awardwinning children stories, with inteesting themes, related exeess drawngs,
pictures, and even a cofal glossary written in simple form and suppadt by

attractive pictures intended for young learners

3.3.1.2The StoryFeatures:

The title of the selected storysi A The Gr eat ténaby Dose@ha me 0, v
Bruchac, anAmerican clidren novelist. Inan attempt to emphasize the universal
theme of the story, Susan brilliantly used cut paper collected from all over the world in
order to make the illustrations for this story: red umbrella paper from Thailand, an
envelope from Tibet, blue paper from Japan, and green paper from Italy (Cooper &
Pikulski, 2003, p.90109). Thetext of the story used in the present research stady
relatively short and written in simple words in order to acowdate the attention
span ofyounger childra. The story also contains colal pictures and illustrations in
every page, whi ¢ h, in the resedaofther 6s poli
child for a betterunderstandingof the text and application of the theory under
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The story is based oa theme familiar to children; a ball match between two
competing groups. The two groups agree to play a ball game in order to eadd. qu
Each group believes it has an advantage over the other one. Both groups agree that the
winners may set a penalty that the losers must accept. However, what is interesting
about the two competing teams is that they consisted ohooran contestantsho
were playing a human game. The teams that were formed consisted of the animals on
one side and the birds on the other, which can be an interesting, attractive and a fun
idea for the students. Therefore, as the name of the book imRkeslihg Delighg),
the story was found by the researcher, and further by the participating students, to be a
real delight not only for the ears to hear but also for the eyes t¢/Aeepy ofthe

storycan ke found in AopendixD.).

3.3.1.3 The Instrument of the Study:

During the testig sessionghe storywasindividually read to each child, in a
quiet place irschool. The sessions, including the reading, questions and answers, were
audiorecorded without the studentnoticing that, in orderto feel relaxed and
comfortable ard to be able to elicit genuine answers from th@nce the chileenters
the readingoom, andto breakthe-ice, friendly conversatin first took place, where
the researcher introduced her name and profession first, then asked threbohiider
name and ag@nd then asked the studeinshe likes stories her self and which stories
did she prefer, all that while maintaining a welcoming friendly smile. After that, the
researcher tells the child why she is here (only to read and evaluatertharsd ot
the studentand then wrts the reading. @ublefacedpictures of the story were used
while reading, andfithe student seemed confused or hesitant after reading any part, the

reading of that particular sectiovas repeated.

Eachof the readingsessios lastedfor about fifteen to twenty minutes. While
reading, the researcher stops intermittently to askridatedresearchguestions. The

guestions the girls werasked were specific, grammatically simple, and included the
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three types of gestions proposed by the study; Reference, Enrichment and Implicature

guestions

Following Sperber and Wilsan sipproach, their RT will be adopted in this
pragmatic study to examine the difficulties Saudi female children face as EFL learners
which consegently affect their understanding and communicatadnthe English
language These difficulties will be measured through examining their ability or
inability to answer oral, contextlated questions within the scope of fRelevance

Theory

3.3.2The Ppcedure of the Test:

In order for the oratesting sessions to proceed smoothly withthe child
feeling nervoughat she was being tested, the tapeorder was turned on before the
child entered the testing area, and it was hidden undertable in a place
unnoticeable tohe student. Each testing sessions folldwee same procedure, which

included

1. The researcher started each oral session by initiating a friendly conversation
with the student, e.g. the researcher introduced herself first, her name and her
job as an English teacher, and then asked the student about her name and
grade, whether the studkeliked stories or not, and which stories did she
prefer.

2. After that the researcher introduces the name of the stofdye readand
explains to her that sheants toknow if the student likes the story or not.

3. Before starting to read the story, the mséer explains to the student that at
different points of the reading she will be asked some simple questions that
requires answering, and in case she needs the question or the reading of that

specific part to be repeated stan certainly ask for that.
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4. In order to aid the process of understanding and to add an element of fun to the
reading, a doulelfaced picture of the story was used while the reseanghsr
readng the story.

5. Each testing session lastid about 1520 minutes.

3.4 Data Analysis:

3.4.1Types of StoryQuestions:

A total of nine questions were asked, per participant, intermittently while
reading, three questions from each of the question types: Reference, Enrichment, and
Implicature questions. Each type of question proposed a difféegel of pragmatic

difficulty on the student:

3.4.1.1Reference Questionsthe child was asked to explicitly state who or what a

pronoun referred to after reading the sewce. In all caseshé referent was
unambiguousn the text andvas supported bythe pictures of the storyhis type of

guestions propose the least pragmadtfticulty on the student, fom order to answer,

the student needs only to refer to the immediate previous context in the story, with no
comprehension processes or calculaioaquired.For instance t he qwWwhest i on:
had a great argumefit6 was asked af t elkongragoahe Bimlggand he s en
Animals had a great argumeatin such case, reading the text and askhegyeference

guestion were done while the child wia®king at a picture of a group of birds and

another group of animals. The rest of teéerence questions were askin the same

manner.

3.4.1.2 Enrichment Questions: the child was required to enrich the explicit
information toits full propositional neaning.This type of questions propose a medium

level of pragmatic difficulty to the student because she is only required to enrich her

13C



answer by te use of the direct contexyentioned prior to the questioAgain the
answers to enrichment questions walgo supported bythe storyillustrations For
exampl e, t What digl the tevd Sidesrargue@b®dud was asked after
i Wéwho have wings are better than you, 06 sai

replied. O6We whoohave teeth are better. o6

3.4.1.3Implicature Questions: in order for the child to answer this specific type of

guestions, she is required to engage in the kincbafprehensiomprocesses described

earlier in order to arrive at an implicaturghis type of questions propose the most

pragmatic difficulty on thestudents, because the student needs to make use loé all t

story previous contexh order to reach a conclusianr an O i.1A@ exanopet ur e 6

t he quWmtganerbegdh® was as k e dTwa foleewere seeup@ds n g : i
the goalposts at each emd the field. Then the gamebegad | n or der t o ans
guestion the student needs to go through a number of pragmatic computations by
including all the previous information given in the story in orde reach an

implicature i.ethe answer to thispgcific questioowhi ch i s fia ball gameo

The questions that were asked, whileading the relevant text of the stayo0 T h e

Bal | Ga me 0 , were as foll ows:

1. The Reference @estions:
a. Who had a great argument?
b. Who had both teeth and wings?

c. Who laughed at #nbat becausé was too little?

2. The Enrichment Qestions:
a. What did the two sides argue about?
b. What advantage did the Birds have?
c. What teams were formed?

3. The Implicature @Qestions:

a. What game began?
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b. Why was the Bt accepted as an animal?

c. Why doBirds fly south every winter?

3.4.2Types of Answers:

Thegivenanswers of each child were first analyzed in terms whether the child
gave a correct or an incorrect answer to the three types of questions mentioned above.
An answer is deemed correct ifutilized available contextual information in a way
that is relevant to the storyThe correct answers to all of the nine questions,

accordingly, are as follows:
1. Answers tdhe Reference questioase as follows

a. The Brds and the Animals
b. The Bat
c. The Birds.

2. Answers tahe Enrichment questiose as follows

a. Which teamsd better.

b. They could fly / They had wings.

c. The Animals and the Birds.

3. Answers tahe Implicature questioreze as follows
a. The ball game.

b. Because heon the game for the Animals.

c. Because¢hey lost the game. / Because thats the penalty.

3.4.2.1Correct Answers:
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The answer given is considered acorrect one if it matched the previous
answers, in other words, if it utilized available contextual information in a way that
was relevant to the story. If the child appeared puzzled, or if her answer was
uninterpretable or completely unexpected, theedneg and the westion asked were
repeated only once, and the child wiaesn asked to repetie answer. Thus, the child

will be given the opportunity to either correct or explain her unexpected answer.

In an attempto minimizethe variablesthe grammatical errors of the students
wereoverlooked Thus, if the studentds answer ma t
some grammatical mistakes it was deemed corbedause identifyinggrammatical

errorsis beyond the scope of the present study

3.4.2.2Incorrect Answers:

Incorrect answers are those which impgsmgmatic dificulties on the
student,resulting in answers that utilized the available context inappropriately. Such
incorrect answers will be further categorized into one of six resggpes which will
reflect how the childremise available contextual information incorrectly i.e. in a way
that is irrelevant to the storyhe following categorizatiomf the incorrect answers
into six response types, weseiggested by the research&sgder and Leinonen in
their (2001) studylIn their study, they proposed that children between the ages of
three and five yearsld (all were native speakers of the English language) do show
signs of following specific strategies when faced with pragmaticdéynanding
guestions. They based these strategies 1in
Relevance Theory. For they believed that the comprehension process steps proposed
by the theory do indeed have developmental valid@tychdivisions,| found suitible
and applicable to my researbhcause they serve the study appropriately. By dividing
the incorrect answers of the children into six response types, according to the

Relevance Theory view, thus helping to fulfill the main purpose of the study
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Therdore, the six categoriesf incorrect responsewere adopted frorRyder
& L ei n@Q00#) stidg, where the divisions and relevance to the study are deemed

appropriate by the researcher. The categories are as follows:

1. Viable: refers toanswers that uized the story context inappropriately. Such
answers will refer to some aspect of the story, showing awareness of the context, but
the aspect that was focused on is not appropriate for the particular question.

2. Irrelevant. refers toanswers which do not support any relevant contextual
information and hence these answers will not be appropriate given the specific story
context.

3. Picture: refers toanswers that utilized pictorial information inappropriately.

4. World Experience refers toanswers that utilized world experience inappropriately.
5Dondét : Knawwen thelclhiohdtakRswabs 0

6. Problem: refers toanswers that will not fit any of the above categories.

Categories 1, 3 and #hdicate how children use contewthen they have difficulty

formulating an answer to a question that requires particular pragmatesgiog.

They attempt to prove that even though the child could/did not utilize the context

entirely appropriately, sheill, however attempt to bring catextual information into

the answer. drrelevand answers, on the other harghow that tke child could not
utilize any relevant Cc ¢ however,imay occuh foréad o n 6 t k
number of reasons ranging from incomprehension to lack of cooperatiinterest.

The incorrect answers are includedn d e r the &éddonoét knowd cat
answer s: 6donoét Kknowd or wh e nFurthdérmeore,i s si | e
incorrect answers listedi nder t he Oprobl emb category w
problems in areas of language understanding, language use, or when the child showed

hesitance oconfusion.

The following are a few examples of the categorization of tha ¢ dr en 6 s
incorrect answerscaording tothe six resporestypes. Ater the researcher read this

t ext of Holdirg the haly Bay flew rfight between the poles at the other end!
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The Animals had won! This is how Bat came to be accepted as an Animal. He was
allowed to setthepenl ty for the Birds. 6You Birds, 6
for half of each year. 06 So it thenthehat t he
researcher asked t he c twhyldd Birdshfly south eagryl i cat ur
wi nt ¢orwRichthecor ect ans wBecauss the Birds lostehe gatoe
6Because the anWmehsahahel doadswer ed: A bec:
flyo, it was considered under the o&6irrel e\
support any given textual infomat i on. | f the child was sil
knowo the incorrect answer was considered
answer was: fBecause when itodos winter its
considered under et keowWed ¢ dd expeehldmny. Wh e
answer ed: fiob ec@alude tites isncorrect answer W ¢
Opictured category because while reading
accompanied by a picture of the birds flying away arel ¢blor of the sky being

grayish and gloomyvith white backgroundOn the other hand, if the child answered:
ABecause the bear said who | ose they wild|l (
category, because the child showed evidence of utilizingdiméextual information

but inappropriately, in other words, in a way that is not relevant toittes gontext.

Finally, when a chil d answered: AThey say you
under t he Oprobl emb cat egorly had lamgeageu s e It
under standing problem and coul dndét fully gr

3.5Conclusion

In the previous chapter, the researcher provided some important information
concerning the methodology of the study, the sample ofsthdy, e.g. their age,
gender, and backgroundand information surrounding data collection and data
analysis that are applied in the study.general description of the actual testing
sessions that were performed on the sample of the study was discushading
how, when and where the testing took place. In addition, the types of questions used
during the oral tests were explained in detail, with reference to the level of pragmatic

difficulty of each (Reference, Enrichment, and Implicature questiongn,Tthe types
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of answers were discussed thoroughly, including correct and incorrect answers and
the further division of the incorrect answers into six response tyeschapter also
included a discussion of the materials and tools used in the studyasubk book,

the story that has been chosen for the thstjnstrument of the study, which was the
test usedthe procedure of the tesind the type of questions usedThe research

results and discussionill be dealt with in detail in the following chapter.
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CHAPTER FOUR

RESULTS AND DISCUSSION

4.0 Introduction

The following chapter will includesome statistical results that appeared
throughout the study and discussion of the research results itatren to the
Relevance Theory of Sperber and Wilson (199%) discussion of the results will
also be supported by tables and figuresillustrate and analyze the data collected
from the three age groups sampiehich will aid the comparison between the
different age groups, hence, the analysis of the study re$altdes and figures will

be presented.

4.1 Statistical Tests:

A number of statistical methodsas been utilized in the study in order to
analyze theresulting dataOne of he main tes utilized by the researcher is the
(ANOVA) statistical test, or what is more commonly known as the analysis of
variance. The test provides a statistical test of whether or not the means of several
groups are all equadnd therefore generalizesdst to more than two grouds. other

words, ANOVA is used in comparing two, threemore means.

In addition,the ANOVA test isusually followed by a number dbllow up
tess in order to reach further statistiche 'Sumof Squares' test, for example, is
measured by squaring (the second power of a quantity) the student's total number of
incorrect answers in each question type and then summing thieen.(Df), in
addition is anotherfollow up test thatefers tothe 'degreg of freedom’In this study,

the degrees of freedom are measured between the groups and within theojroups



ead type of questionthe Reference, Enriatent, and Implicature questions the
following Table (2-1), the (Df) is measuredor each questiotype in the first row
between the group®y subtracting the number groups (3) minus 1, which equals (2)
in this study The(Df) in the second rowf each question typs measured within the
groups,by subtracting the number of the sample (60 sts.) mineshumber of the
groups participating in the study (3), which equals (3Qrthermore,the 'Mean
Square' is also ®llow up test that is reached by dividing the 'Sum of Squares' by the
(Df). In Table (21) the 'Mean Square' is given between groupsvetidn groups for

each question type.

The Ftest, on the other hands another follow up test that igsed for
comparing the components of the total deviatimnwhat is also referred to as the 'F
value' or the 'F ratioWe reach the (F) value bywuiling the number representing the
'Mean Square' between groups by the number representing the 'Mean Square' within
groups of each question typ&ccording to Table (), the (F) value in the Reference
guestion category equals (1.23), in the Enrichmenegmay (1.15), and in the
Implicature category (4.46). Such results indicate that there are no signditects
in the Reference and Enrichment catég®rn regard to age differenceshereas,
they alsoshowa significant effect for Implicature questi®in relation to theitferent

age groups

Moreover, the (Sig) abbreviation in the study refers to another follow up test
that measure if there exssany significant differencebetween the chosen variables
(or not). In this particular study thé&i§)) is measured between groups and within
groups for each question type. According to Tabld)2here appears a significant
difference between groups in the Reference questategory (0.301), and no
significant differences within groups (N.S.). In the iEEhment category, there also
appears a significant difference between groups (0.325), and no significant
differences within groups. And in the Implicature category, there appears significant
differences between groupd@16) and within groups (0.05). Sudsults can bdue
to the fact that Implicature question pose more pragmatic demand on the children, i.e.

they are mordlifficult to process and umilstand than the Rafence and Enrichment
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guestions. Thus, in order for the child to answer, even inctyredte attempts to

utilize the given context in her own personal way, that differs from each child to

another.

Table (2-1): One Way Analysis of Variance (ANOVA) for the

Difference in Percentage of Correct Answers by ée:

Type of Sum of Mean _
_ Source Df F Sig.
guestion Squares Square
Between Groups 925.93 2 462.96 0.301
Reference 1.23
Within Groups | 21500.000 57 | 377.19 (N. S))
Between Groupg 1814.82| 2 907.41 0.325
Enrichment 1.15
Within Groups | 45055.56 57 | 790.45 (N. S))
Between Groups 8259.26| 2 |4129.63 0.016
Implicature 4.46
Within Groups | 52833.33 57 | 926.90 (0.05)

In order to reach the source of these differences, the (Tukey) test has been
utilized. The Tukey test, or what is often referred to as Tukayge test' is one of
the different follow up tests which often follow the ANOVA test. The test most
commonly compare every group mean with every other group mean (and typically
incorporate some method of controlling for Type 1 errors). Tukey test igdeoed to
be one of the 'post hoc' tests, which are performed after looking at the data, as
opposed to 'priori' tests which are planned before looking at the data. In Z&)le (
the test indicates that there are differences between the-geaenids am the nine

yearolds, with the results being in favor of the niyear olds.



Table (2-2): Multiple Range Tests: Tukey test for the Difference in

Percentage of correct answers by age

Difference in
Age Mean | 7YRS | 8 YRS | 9 YRS
Favor of
7 YRS 18.33
8 YRS 36.67
9 YRS 46.67 * 9 YRS

(*) Indicates significant differences which are shown in the table.

(*) The mean difference is significant at the .050 level.

Overall, theone way unrelated analysis of variance test (ANOU#$gd in the

studyshowed a significant effect for Implicature questions in relation to ififereht

age groups (F = 4.46, Skg 0.016). The analysis also illustest that there is no

significantstatistical differences for Referenaad Enrichment questions in regard to

ace differences.

4.2 Discussionof the Results

On the other handesults as a function of question typedage can be seen in
Table(2-3).

Table (2-3): Percentage of Correct Answers as a Function of

Question Type and Aye:

Age

Type of

Correctanswers

14C




guestion No. Percent

Reference 51 85.00

7 YRS | Enrichment 34 56.67
Implicature 11 18.33
Reference 46 76.67

8 YRS | Enrichment 37 61.67
Implicature 22 36.67
Reference 46 76.67

9 YRS | Enrichment 42 70.00
Implicature 28 46.67

Results as &nction of question type and age can be sednguare 3

Figure (3): Percentage of Correct Answers as a Function of Question

Type and Age.
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As can be seen in Figure 8he overall percentage of the correct answers
elicited by all the age groupwas sgnificantly high comparedo the incorrect
answers, which will be elaborated on latetthe study.Moreover, the percentage of
correct answers is shown to increase with ageséenn the figure, the seveyear
olds had the least correct answers for the pragmatically most demanding questions
(Implicature questionsfSeven years, howevdnad the most correct answers for the
pragmatically least demanding questions (Reference assignquestions).thus,
showing no appreciable difficulty with this specific type of questions, i.e., the
Reference questionslhe eight and nine years were quite similar in answering
reference question3.he Enrichment questions, which fall-between the te other
types of question in terms of pragmatic processing, showed an emerging pragmatic
ability in the severyearolds. the eighyearolds showed a similar developmental
pattern to the seveyearolds with regard to the three question types, excepithieat
significant increase in the pragmatic ability here falls on the most demanding
pragmatic question type (Implicature questions). This in turn shows a developmental
trend for the two age groups. Moreover, the rnyrarolds also showed a similar
developnental pattern to the other two age groups, also, in turn, showing a
developmental trend by eliciting a higher number of correct answers than the eight

year olds for the Implicature questions.
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Overall, for each age group Reference assignment questioasiced the
highest number of correct answers. However, across age comparison elicited a
somewhat different patterfor the Reference questions as compared to the other
guestion types. The sewgearolds produced somewhat higher number of correct
answerdo Reference questions as compared to the eight andyear®lds, whom,
in turn, elicited almost the same number of correct answers to this type of question.
Although this difference was not statistically significant, the researcher believes that
the rason behind thatis he devel opment of the childés
For, according to Sperber and Wils 6 s ,tthiere  ary emerging ability to use
more sophisticated contextual processing as a function of age. As a consequence,
affected by lhe increase in the pragmatic abilities, the child unwillingly let it interfere
with the easy straightforwaranswer ofthe Referenceguestiors. Thus, the eight and
nine year olds, being affected by these developing pragmatic abilitere led to
their incorrect aswers to this pragmatically leademanding type of questions, the

Reference questions.

These results suppdite first hypothesis proposedtime study, that there is a
developmental pattern with regard to the 7, 8, and 9-gdard c hi litgtoends ab
answer guestions that show increasing pragmatic/contextual complexity. There is an
emerging ability to use more sophisticated contextual processing as a function of age.

The processes of comprehension as pseddy Sperber and Wils@ppear to hae

validity in that Reference assignment questions, i.e., the least demanding questions
pragmatically, produced the highest number of correct answers for each age group,
while, implicature questions, i.e., the most demanding questions pragmatically,

produe@d the least number of correct answers.

The following Tables 3, 4, and 5and Figures4, 5, and 6summarize the
results of thec h i | ik Podse typesvhen answering theugstions incorrectly.

It is worth mentioninghowever that the researehn has observed that the number of
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incorrect answergsompared to the correct onesere not high for i the response

types in allthreeagegroups

Table 3,Figure 4illustrate the type of incorrect answers given by the three age
groups, 7, 8 and 9 yeatds when answering the Reference assignment questions, the
least pragmatically demanding of all the three types of questions. As can be seen in
the figure, it is clear that the percentage of incorrect answers for all age groups was
not significantly high,which indicates that the level of difficulty of the feeence

guestions were relativelow.

Table (3): Percentage of Incorrect Answers to References Question

by Category and Age:
Incorrect Aaswers
Age Type of Respons{
No. Percent
Viable 4 6.67
Irrelevant 0 0.00
Picture 5 8.33
7 YRS
World Experiencq 0 0.00
Don't Know 0 0.00
Problem 0 0.00
Viable 8 13.33
8 YRS
Irrelevant 0 0.00

144



Picture 6 10.00
World Experiencqg 0 0.00
Don't Know 0 0.00
Problem 0 0.00
Viable 7 11.67
Irrelevant 0 0.00
Picture 7 11.67
9 YRS
World Experiencq 0 0.00
Don't Know 0 0.00
Problem 0 0.00

Figure (4): Percentage of Incorrect Answers to References Question
by Category and Age.
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Table 3 and Figure #lustratethat all the age groups have elicited only two
types of incorrect answers for tHeeference assignment questiodsvi abl ed and
Opictur eb. Both response types, al beit 1 nci

utilization by the children when facedth a difficult or challengingjuestion.

It is apparent thathie eightyearol ds produced the most ov
while the sevetyear olds produced the least of this response typeather words, the
eightyearolds misinterpreted or misunderstbsome parts of the text more than the
other two groups, which consequently led to a higher percentadgke ‘viable'
response typeSuch observations assert the idea that children tend to show some

degree of contextual utilization when faced with a l&mgling question.

On the other hand, the niyearol ds produced the most 0
responses, while the sevgaarolds produced the least of this response .tyjee
researcher believes thah increase in the 'picture’ category by egprobably due to
the misunderstanding or misinterpreting betpictures. In other words, the seven

yearolds showed more understanding for the pictutikan the other two groupAll

14¢



groups, however, showesome degreef contextual utilization in this case the

pictures of the storywhenfaced with a difficult question.

It is apparent from Figure dnd Table 3 thathe percentages of both the
Oviabled and the O6pictured response types
nine years old withlght differences between the age groups in comparison to the
seven year oldsThe eightyearolds had less incorrect answers with the 'picture’
category than with the 'viableategory On the other hand, the sewyerarolds had
more incorrect answers ithe 'picture’ category than in the ‘viable', which the
researcher believes may also be a result of misunderstanding or misinterpreting the
picturesthat areassociated with the texNot to mention that the nirgearolds
produced the same percentage of io t he &évi abl ed ®Owvedll, 6pi ctur
although both response types were considered incorrect, they are proof that when the
children were faced with challenging questions they tend to show different degrees of

contextual utilization.

Moreover,the figure shows that none of the incorrect answers elicited by any
of the children (in all the age groups) fell into the other four categories of the
i ncorrect response types,; the O6irrelevanté
6pr obl e mbd The eesearcher ihélieves that such results are maybe due to the
fact that Reference questions posed less pragmatic demands on the students. In other
words, the Reference questions were easier for them to answer and not get confused,
in comparison to thetber two types of questions, the Enrichment and Implicature

guestions.

Furthernore, Table 4 and Figure $how the percentage of incorrect answers
elicited by the children for the questions that posed a medium level of pragmatic
difficulty; the Enrichment questions. The figure shows the percentage according to

the response category and age of the child.



Table (4): Percentage of Incorrect Asswers to Enridiment Question

by Category and Age:

Incorrect Aswers
Age Type of Respons{
No. Percent
Viable 16 26.67
Irrelevant 0 0.00
Picture 1 1.67
7 YRS
World Experiencq 0 0.00
Don't Know 6 10.00
Problem 3 5.00
Viable 14 23.33
Irrelevant 1 1.67
Picture 1 1.67
8 YRS
World Experiencq 0 0.00
Don't Know 7 11.67
Problem 0 0.00
Viable 13 21.67
9 YRS | Irrelevant 0 0.00
Picture 2 3.33
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Figure (9: Percentage of Incorrect Answers to Enrichment Question

by Category and Age.
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It is evidentfrom Table 4 and igure 5that the children from all age groups
elicited more incorrect answers with the Enrichment questions than with the
Referencequestons in general. Thistresses the fact that the Enrichment questions
are pragmatically more demanding than the Reference questions, in other words, the

complexity of the Enrichment questions is relevantly higher than the latter.
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Moreover, thetable and the figure illustratéhat all age groups elicited the
highest percentage of incorrexctn s wer s i n t he Othatig mbsteod r es p o
the chil drends i ncorrect answers for Enri
inappropriate utilization othe contextual information of the story. Here, the seven
yearol ds produced the highest percentage of
yearolds produced the lowest.ltAough the difference ithe percentages between

the age groups was not signifitan i ncorrect Oviabl ed response

The o6dondt knowd category <comes in the
response type, with the eigiarolds producing the highest percentage and the nine
yearolds the lowestThe seven and eight ges old were relatively close to each other
compared to the nine years olfhis shows that when some students found the
Enrichment questions to be challenging, they resorted to the 'don't know' answer
rather than trying to figure out the correct answentrthe context or the pictures,
either because dhe increase ipragmaticdifficulty of the Enrichment questionsiot

understanding otoss of interest.

Il n addition, t he p e rcategonytvas (elevantiyf lowt he O r
with slight differenes between the age groufi$iere were no ‘irrelevant’ response
types for both the seven and nipearolds. However, the eightearolds were the
only group who elicited a low percentage of this incorrect response. Such low
percentage reflects that childreesorted more to utilizing the context than to answer
with information that is not relevant to the text when faced with a challenging

guestion, in regards to Enrichment questions.

The Opi ct ur e@ercantagepveere also rdlayivelye low in all age
groups in comparison to other incorrect response typeth the seven and eight
yearolds elicited the same percentage in this category. On the other haminé
yearolds elicited the highest percentage the 'picture’ category. The researcher
believes that such results show that there was an increase in contextual utilization by

age to some degreenen the child is faced with a difficult question
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The sevenyearolds were the only group who elicitednumber of incorrect
answersalthoughwith arelatively lowpercentagein the 'problem’ categorfaoth of
the eight and ningearolds did not elicit any incorrect answers in this category. This,
in the researcher's point of view, is maybe due tdfdbethat Ehrichment questions
posed a more pragmatic difficulty than Reference questiespecially on the

younger age.

Not to mentionthatt he o6éwor |l d experienced response
the child is drawing upon world knowledge/experiencannnappropriate way when
being faced with a difficult questipnvas not elicitedrom any of the age groups for
the Enrichment questiokuch results show that the children were trying to utilize the
contextual information more, when facing a challengiggestion, rather than
resorting to information about the outside world, in regards to both Enrichment and

Reference questions.

Overall, Table 4 and Figure Both reflect some interesting results about the
Enrichment questions and how the children reacted to them when they found them
challenging.The data shows that, in coamson with Table 3 and Figurerégarding
the Reference questigrike Enrichment quésns posed more pragmatiemands on
the child,in other words, the compleyitof the Enrichment questions was relalye
higher than the lattewhich is apparent from the increase in both the percentage and
types of incorrect answers among all the agaugs inTable 4 andrigure 5 This
stresses the fact that the Enrichment questions are pragmatically more demanding

than the Reference questions.

The data also indicate that, there seems to be a developmentawtitieride
strategies children use whéaced with a difficlt question As the children found
Enrichment questiondo be more demanding than Reference questions, when

answering them, albeit incorrectly, they seem to revert to more contextually available
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information of the story, in other words,h e o6 vi abl e.dor exansple@nse typ
with the other two age groups, the niyp@garol dsdé i ncorrect answer s
demanding question type (Enrichment questions) show a tendency to revert back to

more contextually available information. In otheords, when answering Enrichment

guestons, most of their ncorr ect answers fel lThisi nt o th
indicates that the children were in the process of becoming less dependant on the
pictures for contextual processing and were startingntive towards using the

context of the story, but had not yet progressed towards more complex contextual

processing involving the use of world experience.

Table 5 and Figure,6n the other hand, illustrate the percentage of incorrect
answers to the mostraggmatically demanding of the three types of questions; the

Implicature questions, also according to the response type and age of the child.

Table (5): Percentage of Incorrect Answers to Implicature Question

by Category and Age:

Incorrect Aswers
Age Type of Responsq

No. Percent
Viable 16 26.67
Irrelevant 5 8.33

7 YRS

Picture 7 11.67
World Experiencq 5 8.33
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Don't Know 15 25.00
Problem 1 1.67
Viable 12 20.00
Irrelevant 7 11.67
Picture 9 15.00
8 YRS
World Experiencq 4 6.67
Don'‘t Know 5 8.33
Problem 1 1.67
Viable 12 20.00
Irrelevant 6 10.00
Picture 3 5.00
9 YRS
World Experiencq 7 11.67
Don't Know 4 6.67
Problem 0 0.00

Figure (6): Percentage of Incorrect Answers to Implicature Question

by Category and Age.
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Table5 and Figure &learly indicatehat the Implicature questions elicited the
most incorrect answers from all the age groups, stressing that such questions were in
fact the most pragmatically demanding questions of all the quagpes used in the

study.

Agai n, as with the Enrichment guesti onse
highest percentage of incorrect answierall age groupswith the sevetyearolds
producing the most responses in this categdhe eight and ningearolds elicited
the same @rcentage in this category. Such results show that the younger group tended
to rely more on contextual utilization when faced with a challenging question. It also
shows that Implicature questions proved to be more pragmatically demanding on the

younger grap.

Il n addition, the O6donét knowtrtheat egory
sevenyearolds having a significantly higher percentage than the other two age
groups. The eight andine-yearolds elicited a close, and ratheelatively low

percentage in this category in comparison to the sgeanolds, with the eights
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having a slightly higher percentage than the +jearolds. This, as with the
Enrichment questions, also indicates that the Implicature questions poser greate

pragmatic demands on the children than the other two type of questions.

[ n addition, i n t he Opictureo response
percentage and the nines had the lowest. This category shows that, although
Implicature questions posed magueagmatic difficulty than the other two questions,
there still existed different degrees of contextual utilization by the studdrais they
found it difficult to answer questions, although they relied more on the context

(viable) than on the picturesider this specific type of question.

With thed i r rnetl1be vcaa t e g eprodycedtthk bBighest pgrbehtage of
incorrect answers, and the sevens produced the lowest in this category. However, all
the groups showed a close percentage to each, aotiitar slight differenceswhen
answering incorrect answers under this categbiryve refer back to Tablé and
Figure 5we can observe that only the eigf@arolds elicited answers in this category
when it came to Enrichment questioAsid none of the aggroups elicited answers in
this category when it came to Reference questidbhs is another indication of the

increase in complexity and pragmatic demands of the Implicatusti@ue

Furthermore, théd wor | d e regpense typelicitedda leser yet also
significant percentage in all the age groups, with slight differentdes nines
producing the highest percentage and the eights producing the lowest. This
observation proves to be very significant, knowing, from the previous tables and
figures , that all age groups didnodot elicit any
Enrichment and Reference questions. Such data proves that Implicature questions are
the most pragmatically demanding of all three questions. It ialdicates that the
studens are showing a tendency to move towards utilizing their world knowledge and
experience when faced with a more challenging question. In other words, they have
progressed towards more complex contextual processing involving the use of world

experience.
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Last but not | east, the Oprobbkfeom6é categ

both the seven and eigiearolds, and no responses of this category occurred among
the nineyearolds. This, in the researchers point of vieiwdicates the development
of language with agdn other words, the language capabilities showed improvement

with the nineyearoldsmore than the other two groups.

Overall, & aparent from Table 5 and Figure Wwhen it came to Implicature
guestionsall the age groups elicitedthed highest percentage in the 'viable' category
with the severyearolds havingthe highest overall percentagm this specific
response type. Not to mention that the sevens also elicited the highest percentage in
the 'don't know' category. This statistic stresses the pragmatic difficulty of the
Implicature questions on the younger grodphe seven and theeightyearolds
elicited their lowestpercentagén the 'problem' categorywith the nines showing no
percentage in this category at. dlhis indicateghat the language of the children is
indeed developing by age. Such results prove that children do tend to utilize the
context more when finding it difficult to answer a question, although, they did show
some tendency to rely on their world knowledge whencame to the most

pragmatically demanding of the questions, the Implicature questions.

To summarize, as indicated bygures4, 5, 6and Tables, 4, and 5, a number

of common observations regarding the relationship of question type and incorrect

response type come into perspective. Fordns,evi dent that the Ovi a

elicited the most incorrect answasross all the three questitypes the Reference
assignment, Enri chment and | mplicature
the child utilizes the verbal information given in the story incorre@lych statistics
indicate that mosdf the children within the age groups tife study resort to utilizing
the contextual information given in the story, albeit sometimes incorrectly, when
finding it difficult to answer a question, i,ewhen finding the qustion pragmatically

challenging Moreover, if we look at all the age groypge notice that they elicited

que :

the highest percentage of Oviabled respons
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guestions, whil e the Reference questions

responses.

e

As with the Oviabl ahhdr ewpo h gle ,e xtpltee i eépic e

types reflect different degrees of contextual utilization by the children. While the
Opictured responses indicate that the chi
it I s not appr opr i atgpgnsestihdieate Ghatothel cild s x p er
drawing upon knowledge/experience in an inappropriate way. If we take a look at the
O6pictured response type for all the three
guestions elicited the highest rate in theguiet responses for all the age groups. The
researcher believes the reason behind that is when the child finds a particular question

type more contextually demanding she seems to revert to using the picture strategy.

Mor eover, t he 0 wonsd tgpe iadicates rthatethre ccleld is r e s p
drawing upon world knowledge/experience in an inappropriate way, when being
faced with a difficult question. All the seven, eight and nineyeards used t he

experienced response t forpimplicature questensrthus nc or

|

i e

t

ow

r e

indicating that they are indeed moving awa

However, the older group; the niyearo | ds el i cited the highest

experienced responses, wh i bake po@ressed tot hat
utilizing world experience in their answers, especially when facing a difficult

guestion.

Thus, this kind of influence of the question type can be seen clearly in the

t

cases of o6viabl eb, Opi ctur e @dsappakntidheor | d e X

Figures and Tables the severyearolds had the greatest difficulty with the
Implicature questions, less difficulty with the Enrichment questions, and the least
difficulty with the Reference assignment questions. This indicates thathiltzen

were in the process of becoming less dependant on the pictures for contextual

processing and were starting t@mwe towards using the context of the stdoyt had



not yet progressed towards more complex contextual processing involving the use of

world experience.

For Implicature questions the seveearold children attempted to draw more
upon the story (06vi awolldkeiperiemea #hen mdorreciy c h o n
answering Enrichment questigndhe children demonstrated the usestory bamk
contextto a much higher extent than all the other response types, ekpgcialé wor | d
experienced where the chil dr erespasé type! | age

when it came to Enrichment and Reference questions

When answering the Reference assignment questions incorrectly, the seven
yearolds demonstrated the use of story book context and pictaf@imation to a
similar manner and t here was also no occurance of
in this type & question. But as they find Implicature questions more demanding than
Reference and Enrichment questions, when answering them (albeit incorrectly) they
seem to revert to more contextually available information of the story, in other words,
t he 0 v swers.Bimidr toathe seven and eighearolds, the nineyearo | d s 6
incorrect answers to the most demanding question type (Implicature questions) show

a tendency to revert back to more contextually available information. In other words,

when answering liplicature questions, most of the nipearo | d s 6 i ncorr ect a
fell into the oO6viabl ed response.
On the other hand, the three figures al s

answers elicited from the children of all three ages was related to thaesaiy of

the question. In other word)e most complex questionthe Implicature questions
elicited the greatest number of oOtdleon ot k nc
medium level of complexitythe Enrichment questierelicited a lessr numbeyand

the least complex questionthe Reference questiondi d not el i cit any 0
answersfor all of the three ages. The researcher believes that this pattern indicates

that the children'sban 6 t know' ahe pragmatse compldxity eofbd

guestion, and is hence potentially connect
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resources. Momver, as can be seen in Figureth® nineyearolds'é d o n 6t knowo
response type were, to an extent, lesser than the eigluwever, both it was
significantly lesser for the eights and nines compared to the seven ydags.
researcher believes that one reason behind this observation is that the age difference
between the eight and nine years was relatively clbisas, it is evident that the older

children are already utilizing contextual information in their answers to a greater

extent, although not always appropriately.

Furthermore, if we loola t the three figures regardi
type, we can see that no age group provided irrelevant answers to Reference
assignment questions. This was expected considering the age group of all the children,
which usually indicates that most of them are already able to assign referents in
context, albeitn varying degrees. In other words, all the three age groups did not resort
to the strategy of simplyroviding any irrelevant answep this specific type of

guestion, without trying to draw on available contextual information.

Mor eover, as with the o6dondét knowd resp
had an effect on the number of O6irrelevant
thus indicating that the questions carry different levels of complexity. In other words,
the greater the complexity of the question the more irrelevant responses were elicited
by the children. Thus, the i mhglviaondtbumre spuweas

among allage groups.

The &épr obl e mdincludedthe answsees that yligoefit any of the
above categoriese., the incorrect angersthat showed problems in areas of language
understanding, language use, or when the child showed hesitacmefwsion, was not
significantly high. Ho we v e rse typeshowmiretheo b s er v e
threeTables and igureswe notice that Enrichment and Implicature questions elicited
more problematic responses from the 7 and 8-gkgts, which is slightly expected due
to the increase in the pragmatic difficulty of those questi@rsthe other hand, the

nineyearol ds di dnodt have any problematic respo



guestions. This,hie researcher believes dgie to the fact that they have had more

exposure and expence with the English language, and a bettenmand of it.

Overall if we look at the relationship of question type and incorrect resgpo
type we notethat students elicited a somewhat fluctuating pattern in all of the three
guestion types, the Reference, Enrichment, and Implicature queslimssunsteady
pattern of language development wavident to an extentamong all the three
groups. Thus, the language development pattern was not steady among all the age
groups. The researcher believes that observation, although not dominant, dten be
to the differentexperiencesn the English languagie children have beeexposed to

in their younger years, and henlsg totheir different cognitive abilities as well.

4.3 Conclusion

This chapter covered the results and discussion of the prasely according
to the three main topics, which constitutes the research questions and hypotheses
with reference to data statisticbhe results of the research were thoroughly analyzed
by the use of tdbs and figures, which were aimed at analyzihg data collected
from each of the three age group®r example, ane way Analysis of Variance
statistical test(ANOVA) indicated that there existeda significant effect for
Implicature questions in relah to the different age groups, kit also showd that
there wereno significant statistical differences for Reference Enrichment qusstio
with regard to age differenceét the end of the chapter, the results of the research
were examined, to confirm the validity of the three hypotheses proposes stuty,
and hence, ultimately confirming the implications of the Theory of Relevance as a
valid theory for language studie$he following chapter will shed light on the
findings of the research and how they contribute to the hypotheses suggested by the
sudy in the light of the RT.
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CHAPTER FIVE

CONCLUSION

5.1 Main Findings:

This presentstudy asked whether developmental trends could be found in
young childrenés ability to answer guestio
investigate therocesses that place different pragmatic demands on the child and are
said to be involved in comprehension according to the Theory of/&®te Overall,

a developmental trend was evident suggesting that these processes do develop
between the agesf sevenand nine. Thusconfirming the first hypothesis of the
study, which states thate vel op ment al trends could be fo

ability to answer questions.

In the present study, however, and in terms of the strategies used by the
children when answering incorrectly, some overall trends were evident. The
researcher observed that the strategy used by the child was related to the pragmatic
complexity of the question and the age of the child. For instance, for the-gemen
olds, the wrong answefsor t he Reference assignment gue
reliance on the pictorial information to a high extent. However, the pattern for picture
reliance decreased with age regarding Enrichment questions. On the other hand, the
reverse is true for wall knowledge/experience, a strategy which the -yieg-olds
relied on most with the Implicature questions and less with the Enrichment and
Reference questionSuch firdings confirmthe second hypothesis of the study, which
states thathtere is adevelopmental trend in the strategies children use when finding it

difficult to answer questions.
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Furthermore, the findings of the research confirm the third hypothesis
proposed by the studwvhich states thalevelopmental validity can be found in the
processes of compreheos derived from the Relevancaeory Though the seven
yearolds slightly outperformed the two other age groups when answering Reference
guestions, all age groups gave more correct answers to Reference questions than the
other questin types. Although no obvious pattern emerges to explain the better
performance of the sevegmrarolds, the researcher believes that the wyi@a&o0 | d s 6
tendency not to rely so much on the picture and to anticipate what may have happened
after a particulapoint in the story by relying on their world knowledge or experience,
did sometimes result in an incorrect answer. However, theydaeolds showed an
ability to use the sty contextto give a fuller answer than the eiglgarolds and this
additionalprocessing may havked to some inappropriate answerfie processes of

comprehension agiggested by S & V@ppear then to have developmental validity.

The tendency ohine-yearolds to use more world knowledge in their answers,
together with their congratively better performance on Implicature questions
suggests that the increasing ability to integrate world knowledge may have-affrade
effect when answerghquestions. The findings show that the older childresd to
rely more on their world knowtlge when faced with the pragmatically challenging
Implicature questions. This suggests that when answering questions, in addition to
having the knowledge base from which to answer the question itself (for example in
this study; h a v i n gratibmeveny| wantery e alolify to lpriocess 6 s m

and integrate contextual knowledge is developing.

The researcher believes that a number of dfferfactors affectthe
comprehensiordifficulties and consequently theh i | dr endé s f&rhingeency whe
foreign language, i.e¢heir ability tocommunicate effectively in the foreign langudge
in this case the English languagks indicated in the present researcme of the
problems facing the Saudi EFL learner is the inability to utilize a given context
properly, and as a consequence, the inability to answer the coelEbed questions
correctly. Thedifficultiesthats t udent s f ace may pbit@dew, i n t he

to comprehension and communication problems in the foreign langtispee,in
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order to communicate effectively in the foreign language, a number of different factors

are likely to affect whether a child is able to answer questions.

Thus, through ths study, the researcher attempteddentify the difficulties
Saudi children face when ying to communicate in the Englidhnguage they ar
learning. The study also sougtnt find out if there exists a developmental trend in
young c lability toraeswer guestions and also in the strategies they use when

finding it difficult to answer questionsThis was attempted by focusg on the

comprehension processesr oposed by Sperber and Wil sond

Communication and CognitionThe theory proposes thathildren go through
comprehension processediile attempting to answer contendlated questions, thus
highlighting the role of context in comprelston.

Therefore, his empirical study was designed to investigate whether the
Relevance Theory, as a theory of language comprehension, providaed aand
suitable framework to investigatgaudic hi | dr enés compr ehensi on
data collected from the subjects was analyzed and compared based on the
assumpbns put by the RTandthen used to find answers to the questions that were
suggestedy the study.The questions which theresentstudy attempted to answer

were as follows

d) Can developmental changes be foumd i y oung chil drenbs abi
guestions?

€) Isthere a developmental trend in the strategies children use when finding it difficult
to answer questions?

f) Do the processes of comprehension derived from the Relevance Theory have

developmental validity?

From the findings of this study, a developmental trend can be seen in the

C

childrenés ability to answer the three typ

assignment, the Enrichment and the Implicature questidms.question types were

designed torivestigate the processes that place different pragmatic demands on the
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child and are said to be involved in comprehension according to the Theory of
Relevance. Overall, through the collected data, a developmental trend was evident
suggesting that these pesses do develop between the ages of seven and hirs.

confirming the first question proposed by the study

The findings of the study also show that some trends can be seen in the
strategies used by the children when they had difficulty answdraguestionsThe
researcher observed that the strategy used by the child was related to the pragmatic
complexity of the question and the age of the cHiiloe strategies the children relied
on when answering incorrectly were categorizes into six typéshley 'picture’
irrelevant’, 'world knowledge', 'don't know' and 'probleachchild used a different
strategy when answering incorrectlgccording to her age andepending on the
pragmatic difficulty of the questiotype,the Reference, Enrichment, and Implicature
guestionsThe statistical results of the collected data prdveis, also confirming the

second question proposed by the study.

Regarding the third and last question proposed by the stuaygh the study,
it became evident thahe processes of comprehension as suggested by Sperber and
Wilson, which suggests that: in order to reach an understanding while communicating,
the human mind goes through a number of comprehension processing steps in order to
reach anmplicature, do appedao have developmental validity. Therefotlee theory
of language comprehension, the Relevance Thelwgs provide suitable framework
to investigate childrenb6és comprehensi on

proposed by thetudywere confirmed to be valid ones, which stated that:

a . Devel opment al trends could be found

guestions.

b. There is a developmental trend in the strategies children use when finding it
difficult to answer questions.
c. Developmental validity can be found in the processes of comprehension derived

from the Relevance Theory.
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5.2 Practical Implications:

The results and findings of the present study can be of benefit to different
fields of study. The studyims to contribute to the EFL curriculum in the child
| anguage acquisition field by trying
communication skills thnagh the integration of English stories suitable for their age
and attention span as part of their curriculufthe study suggests that the
developmental trends that were proven in the study would be taken into consideration
by the educator€FL learningcan become more interesting, enjoyable and fun, and
the learning outcome will become more effective and achieve better results in less time

and effort,which will later on contribute to further studies in EFL field.

One of the findings of the presensearch ighat Implicature questions are the
most pragmatically demanding of questions when introduoethe child as an EFL
learner Thus educatorsieed tgpay more attention to the types of quess presented
to EFL students according to their age.dther words, the level of the pragmatic
difficulty of the questions should be taken into consideration. For example, teachers
and educators should introduce Implicature questions to the EFL student after making
sure that the child has grasped the abildyanswer less pragmatically demanding
guestions, such as, the Reference assignmehEarichment questions, wherenas/
makes use of the immediate previous context to answer questions rather than having
to go through the comprehension process steps iar dadreach an Implicature,
hence, posing more difficulty on the child. Such technique, the researcher believes
can eas¢he process of understanding newly introduced language material so as not to
discourage or confuse the learmgrthe challenges of di€ult questions when trying

to acquirea new language.

Another findingof the study is thaivhen the children were asked whether they
haveenjoyed the story that was read to théuming the test or not, 98% of the children
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answered with ea adfedda, fAa/red ys din ¢ h asseds Such

the ideat h a't i ntegrating chil dr enodsof trucialer at ur e

importanceo make the language learning process a more successful one.

Furthermore, one of théndings reached through the study wHee positive

attitudesfound amonghe children toward the chosen stowhichwasmaybedue to

its rather familiar and enjoyable theme to the kids, whiclbis b a |l IThisga me 6 .

finding asserts the scholarly belief tichildren literature with agappropriate themes

is essential in child language learning because it can priéadeground knowledge

and cultural information along with opportunities to hear, speak and interact with
carefully crafted language in timatic aml story contexts Thus, the researcher
recommends that the stories selected t©FL children learnersshould also be
connected with familiar themes that the children can relate to in order to connect the
new information with their world knowledge and expece and hence reach a better

understanding of the language.

The researcher also found dbat the process of stotglling appealed to the
childrenbés interest as muTbihfinding suppbres thé h e me
idea that foreign languaye learners derive pleasure and satisfaction from the
knowledge that they are listening to a story for theiveaspeaker of English.
Therebre, by using the technique of reading short stories with isterg themes to
the EFL learnersthe childen will be captivated by the story, hence, the language
learning process can take a more fun, enjoyable and interestin/tokover, he
study findings alssupport the ideghat picture books provide readers with an ample
amount of contextual infonation, whidy has been proved to be helpful for

learning/acquiring languages.

Lag but not least, concerninge developmental trends shown by the children
throughout the studythe researcherstreses the importance of taking into
consideration the age of the child when assigning a specific EFL curriculum, in order

to make the learning process more effective and successful. The developmental trends
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that the children have illustrated when being facedh wihallenging questions,

according to their age, can aid educators belonging to all fields of study by assigning
speci al curriculabés which meets the chil dr
difficulty. Not to mention specific training should geven to EFL teachers in order to

incorporate new and more interesting teaching methods, such agetiiag; in order

to make the learning experience more fun and enjoyable.

5.3 Suggestionsor Further Research

Based on this thesis, a number afdsés can be conducted:

1. Regarding the sample of the study, all the particigaiRL students were young

girls. Thus, the resecher suggests performing another study on the young boys
covering the same age groups. The suggested research could iactoteparison
between the findings and discuss the differences in the language developmental trends
of both the male and female genders, if it exists, as well as explore the effect of

gender on the comprehension procespsiuggested by the Relevantedy.

2. The present study could also serve as a pilot study to a much larger study
conducted on youngFL learnersof the same agm different cities in Saudi Arabja
such as, Jeddah, Dammam and Alibagxplore the effect of having different social

backgounds.

3. The researcher fumér suggests that the approach adopted in the study can be
extended and applied to other age groampd grade@ older elementary level$so see
if the developmental trends suggested by the Relevance Theory continues amexis

their extent in relation tage



4. A succeeding study caalsobe applied to ESllearners of the English language to
further verify and confirm the Implications of the Relevance Theory as a language

study theory.

5. A final recommendation would be to conduct more experimental studies on young
Saudi EFL learners, however, the researcher suggest the studies to be longitudinal
studies, covering a course of two to three years, in order to investigate the implications

of the Relevance theory dhe process danguage learnmin the long term.
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APPENDICES

Appendix A. Najd SchoolCertification Letters
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Dater Tune 2158, 2009

To whom It May Concern

This is to certify that the M A studemt in Princess Nowra Fint
Abdulrafiman University/ Literary Department:

Nasiba Abdulrivman Alyami

fas completed an oral test of (60) female students in their 1st 2nd and
Jrd elementary years in our school, on the dates 15th/6/09, 16th/6/09, and
17th/6/00.

Upon Rer request, she was provided with this letter. Our school is happy to
partictpate in such studies in the hope that they will contribute to the
development of the youth education system in the Kingdom of Saudi
Arabia

Shaikha Al Madi
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Appendix B. Researcher Request of Test Letter Presented to the
School
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